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Some Heretic Thoughts on | SO 19030

Volker Bertram, DNV GL, Hamburg/Germanyolker.bertram@dnvgl.com
Abstract

This paper addresses selected issues of hull pedioce monitoring. The intention is to raise
awareness of some sources of inaccuracies in thwedatd procedure of ISO 19030. (1) Water
temperature affects viscosity and thus resistaMagiations of 2-3% of calm-water resistance in
design condition may result. (2) Wind force corni@t$ are simple and cheap. In turn, they are
suspected to have large errors. This should bestiy&ted in more detail. (3) Current speed plays a
role because it varies over depth. A filtering ctind for significant current speed should be used,
rather than a correction. (4) The performance iradars following ISO 19030 will still depend on

speed. Users should at least be aware of this.

1. Introduction

ISO 19030 has been published in its first editidmally, one may be tempted to say. After years of
debate, detailed discussions, homework and HulB®IG5, one is also tempted to close the matter and
move on to something else. However, since HullPIC&2assorted colleagues and customers have
come to me with questions on performance monitosgperplexing results were found or additional
justification was sought. On such occasions, Ibddeid down some keywords as a reminder to share
these aspects with a wider audience at HullPIC 2017

2. Selected aspects of SO 19030 (and most performance monitoring systems)
2.1. Wind

The wind force correction in ISO 19030 follows @bsthe approach in ISO 15016. The only differ-
ence is that windage area and its center are VarabSO 19030 to reflect variable draft, and con-
stant in ISO 15016.

The influence of the wind on resistance is dudated factors:

1. Longitudinal wind force on the ship (= direct wirgksistance)

2. Transverse wind force inducing a side drift whiehds to an added hydrodynamic resistance

3. The yaw moment due to wind must be compensatetéyudder. This induces a higher rud-
der resistance, different side drift and thus hgglnamic resistance.

In the ISO 19030 standard approach, the correétiowind forces considers only the first contribu-
tion. This is generally the case when wind coroectises force coefficients from wind tunnel tests o
“ship-typical” force coefficients, such as the STIR coefficients taken in ISO 15016 and ISO 19030,
Herradon de Grado and Bertram (201@)Iso approaches using CFD (Computational Fluich&mg-

ics) will generally give longitudinal force, traresge force and yaw moment separately. The ship is
generally considered to be fixed and hydrodynarffieces would require additional investigations.
We investigated the effect of the indirect windciiin longitudinal direction due to transverse wind
force and yaw moment for a containership (contidng from item 2 and 3 in the list above). For de-
sign conditions at Bft 5-6 and the most unfavoratiied direction (around 40° oblique from ahead),
the direct wind force (item 1) was 4.5% of the calater resistance and indirect wind force (items 2
and 3) were 4.5% of the direct force, or 0.2% @ tlalm-water resistance, see Appendix 1. It thus
seems acceptable to neglect these terms. Howadenvsd and resulting drift will induce asymmet-
ric inflow to the propeller. Qualitatively, | woulkelkpect a reduced propeller efficiency and thusgrow
increase, but | have no quantitative insight onntlagnitude.



So how accurately do we capture the direct wintstasce? Let's look first at the design conditibm.

a joint industry project with Jotun and Norddeutsékeederei H. Schuldt GmbH & Co (NRS), we
looked at the possible errors from wind force eatem. Various approaches to estimate added re-
sistance and side force were compared with windeltests for a typical containership, Fig.1. For
this ship, we had dedicated wind tunnel tests framce Technology. The approaches were:

« DNV GL (old) - Wind forces and moments are estirdatellowing Blendermann irBrix
(1993),using the standard option given there (converteddrontal area as reference area).

< Jotun (old) - Wind forces are estimated followBlgndermann (1986)yhere the curve in the
original publication was approximated by a polynaifit.

*  SRA-JIP — given as curves in ISO 15016 and ISO @968d tables itderradon de Grado
and Bertram (2015)Note that the angle of incidence literradon de Grado and Bertram
(2015)is defined with 180° for head wind, 0° for follovgrwind.

Fig.2 compares wind force coefficients for averguert/starboard) values of wind tunnel tests ard th

above three approaches. The JIP-SRA approachssestlto the wind tunnel tests, typically 27% off,

while the other two approaches show typical erodrd0%. The current approaches of DNV GL and

Jotun follow 1ISO 19030, i.e. the approach with tiest results in the above study. However, for de-
sign conditions we still see ~30% error by emplgyihe generic “ship-type” coefficients rather than

the ship-specific conditions.

Fig. 1: Lateral plan of investigated containerdlagsign condition)
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Fig.2: Wind force coefficients

We take a constant density of air in our standarchfilae for wind resistance, typically 1.225 kg/m3,

the value at sea level for 15°C. Variations of £1%five variations of +5.5% in density and thus wind

forces. Considering changes in humidity would leatarger variations. The good — or depressing —
news is that these variations are still small camgao other sources of errors in wind force esti-
mates.

And then we have the ship in off-design conditiBablished wind force coefficients generally de-

pend on (relative) wind direction and ship typer Eontainerships, there may be different sets ef co
efficients between “deck load” and “no deck loabltif this ‘step function’ is rarely used in my expe-

rience. Wind force coefficients in ISO 19030 arsussed to be draft-independent; however, in reality
they will change with draft (as for example ratlmetween lateral and frontal areas will change, air
draft to length and width ratios will change, ett.am not aware of any investigation of the effefict



draft on wind force coefficients. Such an invediiga based on CFD could be an interesting master
thesis and help us to get a feeling for the ernrorslved.

For lower ship speeds, the wind forces gain intisedamportance. Filter criteria for wind (and othe
ambient conditions) should be related to the calmew power at the actual condition (draft, trim,
speed), respectively the induced speed loss atctiv@l conditions. If we assume errors of 50% fa of
design condition wind force estimates, perhapsaaaeable filter condition would be excluding cases
where estimated wind resistance exceeds 5% of &stthtalm-water resistance.

2.2. Water temperature

The seawater temperature influences the resistansdy through the kinematic viscosity. The influ-
ence due to changes in water density is much smabechanges in density affect similarly hull re-
sistance and propeller thrust. The viscosity aeddénsity of (surface) seawater as a functionrof te
perature and salinity can be found in oceanographitdbooks in tabular form. For performance
monitoring systems, it is more convenient to ugg(@ximate) formulas. For the kinematic viscosity
v [m/<], Bertram (2012)ives:

v =10° [{0.00143%+ (0.000645 - 0.0503 [+ 175 1)

and for seawater densijtykg/m?]:
0 =1027+[- 015[(t -10)+ 0781 (s - 35)] (2)

Here we specify the salinityin %0 and the seawater temperattine °C. Default values are seawater
temperature of 15°C and salinity of 35%e.

Changing viscosity directly affects the frictiorrakistance. Consider the percentage of frictioeal r
sistance in total resistance. For design condititnis may vary between 50% (offshore supply ves-
sel) and 80% (large oil tanker). However, we angegally not interested in design conditions. Vari-
ous factors change the percentage in practice:

* Speed - For lower speeds, the wave making will yJesad the frictional resistance will take
a higher percentage of overall resistance.

e Draft (and trim) — For lower draft, wetted surfaaed thus the frictional resistance decrease
and the wave resistance typically increases. Thedtrictional resistance will take a lower
percentage of overall resistance.

* Added resistance — Added resistance due to windwanes increases the total resistance.
Thus the (unchanged) frictional resistance wilktalkdower percentage of overall resistance.

In order to estimate the effect of water tempemuantitatively, | set up a simple Excel file. The
frictional resistance coefficient is calculatedidaling ITTC'57 (the standard approach used by tow-
ing tanks),Bertram (2012) The viscosity is computed as function of watengerature folliwng
Eq.(1). The wetted surface is simply estimatedG#s 8f the wetted surface of a box of same length,
width and draft.

Fig.3 shows the result for a large oil tanker aigi®e speed, where | assumed moderate added re-
sistance (as typically found in performance moinigrfiltering for higher wind speed). | then input
70% as the percentage of frictional resistancepial resistance. The other resistance parts are as-
sumed to be constant. The resistance (and thusryngood approximation also power) is 2.5% lower
at 30°C water temperature than at the referencditbiam of 15°C. For 0°C, we would have 3.6%
higher resistance. So a variation of 30°C (posditnya winter journey from Rotterdam to the Persian
Gulf) would mean >5% variation due to water tempems



3,5 % salinity 3,5 %

15] °C temperature 30| °C
1,1896E-06 m%/s  viscosity 8,705E-07 m%/s
1025 kg/m* density 1025 kg/m*
320,00 m ship length L, 320,00 m
19,00 m draft T 19,00 m
70,00 m width B 70,00 m
16,00 kn ship speed 16,00 kn
8,23 m/s  ship speed 8,23 m/s
33498 m’>  wetted surface 33498 m’
2,21E+09 Reynolds number 3,03E+09
0,00139014 coeff. Friction resist. 0,00134019
1617 kN Friction resistance 1559 kN
70 % RF/RT
2309 kN Total 2251 Total -2,5% difference
693 kN Other Resistance 693 kN

Fig.3: Excel estimate for effect of water temperatinput arrays marked in light blue

Bos (2016)gives power variations for the Mediterranean Se2% due to temperature variations of
7% over the year. The differences are no doubtaui#ferent assumptions mainly for the size of the
vessel and the percentage of the frictional resistan overall resistance.

In any case, the effect of water temperature ithaeioverwhelming nor negligible. It seems to be a
pebble in our shoe which may be irritating enougerotime to include a (simple) temperature
correction in future editions of ISO 19030.

2.3. Current speed

ISO 19030 focusses on speed through water. Thehsdimdynamicist in me wholeheartedly agrees.
It is the speed through water and the deliveredgpdhat need to be correlated to assess performance
But then how do we estimate speed through watee? spfeed log is notoriously inaccurate, e.qg.
Wienke and Lampe (2016), Bos (20Frhaps using the much more accurate speed augrcdjas a
proxy? But then, when we have significant currgx@esl, we would also have (potentially very large)
unaccountable errors in our performance indicat®eeshaps we should folloBos (2016)and use
measured speed over ground and estimated curreed ¢p.g. from metocean hindcast data). gt
(2016)also reminded us that current speed decays oyth dad actually also direction may change
over depth. So if we have (significant) currenteshethe very term “speed through water” does not
make sense anymore. We would have, for examplaydberline moving with 12.5 kn through water
and the bottom with 12 kn.

For me, the conclusion is that we should use oatg dets where current speed is small, i.e. we need
a filter for current speed, e.g. looking at speeer @round and speed through water. One optiordcoul
be to look at long-term average differences betwgmsed over ground and speed through water,
taking the difference as a base error (bias) aad fittering for remaining differences.

In many cases, we do not want to avoid currenteyTan help us in energy efficient operation. But
we should be aware that currents are problematipddormance monitoring. Possibly CFD studies
could shed more light into the effect of currertioedy variations over depth on power requirements.
With better quantification, filter criteria couldelselected. But | fear that it is still a long waya
practicable and rational handling of the issuesstang from background currents.

2.4. Speed-dependent performance

In a nutshell, the basic idea of ISO 19030 (andthiér performance monitoring approaches) is:



e Correct for different ambient conditions (wind, veay current, temperature, ...)
e Correct for different operational conditions (spedm@ft, trim, rudder angle, ...)

And you obtain a performance at a reference (omadr condition. All other conditions are
normalized to a comparable level field. Sounds gdddt then we implement the performance
monitoring theory with assorted corrections, mafdgewing ISO 19030, maybe claiming to be even
better than ISO 19030 because we consider thisadrféature on top. Dynamic, holistic, computer
accurate.

Then we (or even worse a customer) take a closér Tthe performance indicator seems to be speed
dependent. Before we blame sensor accuracy (alwmag®eod villain) or suspect a bug in the
performance monitoring software, let’s revisit shiglrodynamics. Fouling increases hull roughness.
This will directly affect friction resistance, naffect wave and wind resistance, and somewhattaffec
the viscous pressure (or residual) resistance.p@edsgoes down, wave resistance will decay much
more rapidly than friction resistance. Typicallywearesistance may decay with speed to thpawer

and friction resistance with speed to tH& @ower. Then changes in hull roughness will leac to
higher increase in power at lower speed than dtenigpeed.

In addition, there are the corrections for ambieonditions. For example, the popular Kreitner
formula for added resistance in waves does nob@ospeed as a variable. However, added resistance
depends strongly on spedsertram (2016) Then the correction will be sometimes too smali a
sometimes over-compensate depending among othegstion ship type. A systematic speed-
dependent error in the corrections for ambient tamdcan thus also contribute to a systematicrerro
in the performance indicator.

So with the currently used hydrodynamic models,nuest expect the performance indicator to be
speed dependent. There are various options to ggdbis information:

1. The time-honoured “everything will average out ifly our operational profiles don'’t
change”. Unfortunately, most ship operators wanttitange operational profiles every now
and then. And is closing our eyes and hoping fertist the best we can do?

2. We filter for speed. Say, we only take data seta range of speeds, e.g. 15-17 kn. That re-
moves a strong dependency on speed. But it migbt r@move a lot of data sets. For many
ships, we will be left with an insufficient numbafrdata sets to track performance.

3. We set up the hydrodynamic model to end all hydnagyic models. Rather than correcting
back to a power or speed, we correct back to amgeeroughness. We would then need
power as a function of speed, draft, trim, rougenasd ideally also wind and waves. Then
we measure power, correct for ambient conditiors solve the corrected power for given
speed, draft and trim for the existing roughnesss Would mean a major change in the hy-
drodynamic model of ISO 19030. It would also mesteesive CFD simulations for all ships,
more extensive than recommended already for catsiips|shiguro et al. (2016), Diickert
et al. (2016) as we have hull roughness as an additional paeam@nd how trustworthy (=
accurate) are changes in roughness captured in emiahCFD codes by varying a surface
roughness parameter? | asked several marine CF&texgnd most answered with a shrug or
a wince.

4. We are aware of the problem; we don't like it, tugt accept it and hope that over time a bet-
ter alternative will become available.

3. Conclusion

ISO 19030 is like democracy. It is far from beingal, but a lot better than what we had in the. past
The standard was developed based on limited exmeriéeven if we all pooled our knowledge) and
with a conscious decision to sacrifice theoretidgbr on the altar of affordability and wider
acceptance. Some of the current short-comings reagcbepted but we should be aware of them.
Others might be debated and eventually includddture revisions.
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Appendix 1: Indirect wind forcein longitudinal direction

The test case is the “Hamburg Test Case”, a stdnddidation test case of the International Towing
Tank Conferencd,TTC (1999) For this ship, resistance and propulsion datagaasnetry are public
domain. The ship hals,, = 156 m and design speed 21.3 kn (=10.954 m/®sponding td-, =
0.28). The calm-water resistance for this shipakeh to 1182 kN, based on simulations of Prof H.
Sading (in personal communication in 2012).



We assume a wind of Beaufort 5 coming from an agatirection of 35° oblique from ahead at the
height of the center of the frontal area above wateis is a conservative case. At this angle, ype t
cally have the maximum wind resistance and maxiryam moment and Bft 5 is above the recom-
mended filter for ISO 19030 of Bft 4.

Direct wind force

Following the approach of BlendermannBrix (1993) taking also the wind coefficients for the
‘container ship’ from there, and the reference tabwindage area for the ‘Hamburg Test Case’
of A= = 645 m, we obtain a longitudinal wind foré&ina = -53 kN, side forc&uina = 279.4 kN,
and yaw momeniying = 6046 KNm. The direct wind resistance is therl582 = 4.5%= 5% of
the calm-water resistance.

Indirect wind force

Since wind transverse force and yaw moment arel anh8ift 5, we can use the simplified, line-
arized equations of maneuveririggrtram (2012)p.245. Considering the wind forces, we then
write:

YV+Y;0+Y,,.,=0 (A.1)

NV+N;0+N,., =0 (A.2)
Here,v is the drift velocityy the rudder angléy, the transverse hydrodynamic force per drift ve-
locity, Ys the transverse hydrodynamic force per rudder afigie above system of equations re-
quires the maneuvering coefficients to solve faand . Wolff (1981)gives non-dimensional

maneuvering coefficients based on large-scale mtdt$s. The coefficients are also found in
Brix (1993) and Bertram (2012) For our estimate, we use the maneuvering coeffisi of

Wolff's containership, Bertram (2012) pp.246-247: Y',=-847010°, Y';=1660107°,

N',=-3800710°, N';=-79310°. The prime indicates nondimensional coefficieffisese

maneuvering coefficients were made nondimensioiital suitable powers df,p, u (longitudinal
speed through water) apf?. For our test case, we then have (in suitableep®of t, m, s):

Y, = Y'Vag— * [ =-8470010°° G%ZS 156° [10954=-1157 (A.3)

Y, =Y'5% 1°mw*=166010"° G%ZS [156° [(1.0954° = 2484 (A.4)
NPt ¢ 1025 _

N, =N, 0 [0 =-380010° G—— [156° [10954=-81000 (A.5)
NPl = ¢ 1025 -

Ny =N’ [ * = ~79310° == 156° (10954’ = —~185000 (A.6)

With Yuing = 279.4 KN andNwing = 6046 KNmM (see above), we then solve the lingstem of
equations (A.1.1) and (A.1.2).

-115% +248% +2794=0 (A.7)
—-8100(r -18500@ + 6046=0 (A.8)

Thus we obtainv = 0.161 m/s and =-0.0377 =—2.16°.

We can now compute the corresponding longitudioedd, using quadratic coefficients (as all
linear coefficients are zero). Again, we use Walffion-dimensional maneuvering coefficients

for a containership:X',,=-135510°, X' ;= —-696(10°, X' s=61110°. This gives dimen-
sional coefficients:

10



X,y = X'ng 1°=-135510"° G%ZS [156° = -169 (A.9)
— ﬁ 22 _ s 1025 _

X5 = X's5 5 1% W® = -696[10 GTELSGZ (10954 = -1042 (A.10)
-x Polm= ¢ 1025 _

Xyg = X'ys% L7 = 6110107 F—= 156 [10954= 835 (A.11)

We then get the indirect wind force in longitudidéection as:

X =X,V + X5 D+ X s VO
= -169[1016%F —1042{0.0377)% - 835[101610.0377 (A.12)
= -24kN

The indirect wind force of 2.4 kN is 2.4/53 = 4.5¥the direct wind force or 0.2% of the calm-
water resistance. This is negligibly small.

11



How are Monitoring Reporting Solutions Impacted by MRV?

Torsten Bussow, Jarle Blomhoff, DNV GL, Hamburg/Germany, torsten.buessow@dnvgl.com

Abstract

This paper describes how the mandatory MRV (monitoring, reporting, verification) requirements can
be handled with minimum extra effort if good monitoring tools are already in place (e.g. for
performance monitoring). Existing solutions, available support and recommended processes by DNV
GL are described.

1. Introduction

Regional and global requirements will force ship operators to monitor and report fuel consumption
(and indirectly performance) in the near future. The coming monitoring and reporting requirements
are closely linked to performance monitoring and can be implemented with minimum hassle if
appropriate performance monitoring systems are already in place.

1.1.EU MRV requirements

As a first step towards cutting greenhouse gas emissions from maritime transport, the EU (European
Union) requires operators of ships >5000 GT to monitor and report carbon emissions and transport
work on all voyages to, from and between EU ports. Cornerstones of MRV (Monitoring, Reporting
and Verification) requirements are:

e Monitoring Plans (MP) must be submitted to an accredited verifier (e.g. DNV GL) by
31.8.2017 and must be successfully assessed by 31.12.2017 latest by the verifier.

e The first monitoring and reporting period starts 1.1.2018 and ends 31.12.2018.

e The final verified emission report must be submitted to the EU commission by 30.4.2019 lat-
est.

e Starting from 30.6.2019, ships need to carry a Document of Compliance on-board.

The following data items reporting within this MRV scheme:

Port of departure

Amount and emission factor for each type of fuel consumed in total
CO, emitted (split between “at sea” and “at berth”)

Distance travelled

Time spent at sea

Cargo carried (ship type specific)

Transport work

More detailed guidelines are under development, clarifying e.g. issues of reporting and verification.
1.2.IMO DCS requirements

In 2016, IMO’s Maritime Environmental Protection Committee (MEPC) adopted amendments to
MARPOL (Maritime Pollution Convention) introducing a mandatory Data Collection System (DCS).
The IMO requirements will become mandatory roughly one year delay mandatory on a global level.
Cornerstones of this Data Collection System are:

e All ships >5000 GT need to report fuel consumption with data collection starting 1.1.2019.
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e A plan for data collection must be included in the SEEMP (mandatory Ship Energy Efficien-
cy Management Plan) by latest 31.12.2018 (SEEMP Part I1).

e An annual fuel consumption report (covering 1.1. to 31.12. of the year) should be submitted
and verified (by a recognized organization) within 1.6. of the subsequent year.

e A confirmation of compliance (CoC) will be provided after the SEEMP Part |1 is updated and
a statement of compliance (SoC) after the annual report is verified and submitted to the flag
state administration.

The Data Collection System requires the following data items to be reported:

IMO Number

Ship type

GT (gross tons), NT (net tons), DWT (deadweight)
Power output of engines (for engines > 130 kW)
EEDI (Energy Efficiency Design Index), if applicable
Ice Class

Fuel oil consumption, by fuel oil type

Distance travelled

Hours underway

Method used for collecting fuel oil consumption data

1.3. MRV vs. DCS - Similarities and differences

The EU MRV system will become effective in 2018, IMO DCS system in 2019. Under both schemes,
ships must collect and report voyage data, allowing monitoring, reporting and verification of CO,
emissions and ship efficiency data.

There are similarities, but also significant differences between the two systems, with technical,
commercial and legal implications. A harmonization of both systems is complicated political
processes both in the EU and in IMO. Therefore, at least several years of both systems overlapping
have to be expected. IT (information technology) tools for monitoring and reporting will become a
practical necessity, creating documentation automatically based on a common database of monitored
data.

The two main differences is that the EU has an interest in comparing emissions for the cargo import to
and export from the member states, hence they require ships to report actually carried cargo. In
addition, the EU wants to increase public pressure to reduce emissions and will make the reports
publicly available for every vessel. IMO on the other hand wants to measure the efficiency of the
fleet, not necessarily of the carried cargo. In addition, they have an interest in protecting crucial
company business information on cargo carried. It therefor bases the cargo on design capacity and
avoids making the results available to the public.

Overlapping systems will duplicate the effort for verification of both duplicate monitoring plans as
well as reported emissions.

2. Closing the gap and be ready for MRV

The key tasks in preparing for the EU MRV regulation come with typical issues which have to be
addressed:

1. Decide on IT system to support data acquisition, monitoring, and reporting
- Is my internal solution good enough?
- What will be the total cost of alternative vendor options?

13



2. Verify data input and quality
- Do we gather all necessary data?
- What is the efficiency index for my ship type?
- Is the data quality good enough?
3. Implement (and if necessary adapt) system
- Do we have enough IT resources?
- Do we have backup and other procedures in place?
4. Prepare monitoring plans
- How do I write the MRV plan?
5. Monitor, prepare report, and have it verified
- How much work will it take to export data?
Will we pass the verification process?
Can | get any additional benefit from the MRV work?
How is my efficiency compared to my competition?

The most important question to consider now is whether to use an existing in-house system or buying
(out-sourcing to a third party). The decision — as usually — depends on how mature the in-house
system is (= cost for required software upgrade and maintenance) and how expensive third-party
systems are per ship. The general trend of outsourcing is expected to increase further since the
performance monitoring and reporting systems have become more mature and now offers significant
economies of scale by combining multiple fleets. After all, the reporting and monitoring of a vessel is
quite a generic task and does not need to be adapted to each individual company. Furthermore, few
companies can compete with professional IT software development companies, and therefore will
rather outsource this task to focus on their core business of operating and managing vessels.

Essentially DNV GL offers support at all stages of the process. If the complete process chain from
initial assessment to verification of the MRV report is supported by DNV GL, special care has to be
taken that independent units perform mutually exclusive tasks (“preparation of documents” and
“verification of documents”) to comply with internal and external process requirements. See
https://www.dnvgl.com/maritime/mrv-regulation.html for more details on our services.

3. MRV Monitoring Plan

While preparing an MRV monitoring plan is not rocket science, it resembles in many ways preparing
your tax return: it is tedious and fairly complex (the guideline by the EU commission has 21 pages of
bureaucratic jargon...) and most people perceive it as a daunting task. Software can help to minimize
the hassle and get it right the first time.

As with a tax declaration, there are (mostly) constant items (ship data, installed main and auxiliary
engines, etc.) and yearly changing data (voyage data and fuel consumption data). As of 2017, a DNV
GL app helps you in the actual task of preparing the MRV monitoring plan. The online tool uses fully
automatic or fixed values where possible, Fig.1, and uses pull-down menus of standard options to
select to minimize typing work, Fig. 2.

The tool checks automatically whether all necessary information has been supplied and points out
missing fields with open information. Prefilled data (e.g. from regulations) and “mix & match”
options make it easy to prepare the plan while options to amend text blocks offer the required
flexibility to customize MRV plans. All input can be saved for later revisions. Once the MRV plan
has been prepare it can be exported (downloaded) as pdf file.
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Culex - IMO 4902957 - Tanker

Flag state:

Port of registry:

Class society:

GRT:

Deadweight:

Monitoring Plan

K Somalia

Tanjungpinang

Germanischer Lioyd

666

688

) Copy from another vessel & Download monitoring plan

Technical Data  Management Procedures  Administrative Data

Fuel Types Emission Sources Fuel Monitoring Measuring Instruments Density Measurements
Name of Source Type Power [kW] SFOC [g/kWh] Fuel Types used
g : HFO, LFO, Elerium,
ME1 Main engine 10000 133 @ X
Propane
AE1 Auxiliary engine 50000 122 Propane, HFO, LNG (0] X
AE2 Auxiliary engine 20000 123 LNG, DGO 0] X

Fig. 1: Pre-filled technical data as default values are taken e.g. from databases (MRV app)

@® Add new record

Monitoring Plan

#2 Determining fuel bunkered / in tanks
#3 Cross-check of BDN

#4 Information reg. measurements

#5 QA of measurement equipment

#6 Split consumptions (freight / PAX)

#7 Fuel consumption on laden voyages

€] Copy from another vessel & Download monitoring plar

Technical Data Management Procedures  Administrative Data

#1 Completeness of emission sources o Procedure 1 of 25

Managing the completeness of the list of emission sources
| There is a documented procedure in place
or choose one of the following proposals

Option 1 Option 2 Option 3 Option 4 Custom Procedure

Position responsible for the procedure: Supstinterdant -

IT System used (if applicable): Naviigator Tsight 5

>/

Fig. 2: Text blocks can be selected from standard options with a simple mouse click (MRV app)

4. Use of reporting tools for efficient compliance

The MRV and DCS schemes will require ship operators to deliver proper, verifiable voyage data.
Most frequently in our observation, the biggest issue for ship operators with respect to MRV
compliant systems is related to the quality of these data and the record keeping. Typical issues are:
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e There is no voyage reporting or the reports are not stored
e Voyage reporting is based on plain e-mails with no further processing
o Data quality is not known or known to be insufficient

Minimum requirements for any reporting tool in terms of MRV and DCS compliance include:

e Collection of all relevant data
e Proper data quality with plausibility checks
e Automatic data processing for MRV and DCS output

However, collected data should be used for more than mere compliance. Ship and fleet performance
management based on data monitoring and intelligent processing is a powerful tool for improving
energy efficiency and generally business performance improvement, Diickert et al. (2016). DNV GL
supports this approach with its Navigator Insight tool, Appendix 1.

5. Conclusion

In 2017, EU regulations will require voyage data monitoring, recording and verification. A year later,
similar, but not identical, reporting requirements will be imposed by IMO. The EU and IMO
requirements can be handled with minimum extra effort if good monitoring tools are already in place
(e.g. for performance monitoring). DNV GL offers support in all phases of preparation and
implementation.
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Appendix 1 — “Navigator Insight” tool

For emission reporting and performance monitoring, the key is to collect and evaluate voyage and
operational data in a structured way. This data is important for ship management, transparency, and
for external reporting to charterers, cargo owners, non-governmental organizations such as the Clean
Cargo Working Group (CCWG) (https://www.bsr.org/collaboration/groups/clean-cargo-working-
group), the EU MRV scheme or IMO’s DCS. The quality of data collected determines its usefulness
for trending and analysis or in further internal and external reporting.

The Navigator Insight tool provides an onboard module for structured and harmonized data reporting
that instantaneously alerts crew of potential reporting errors or implausible data. The event-based re-
ports are logged on the onshore server, providing the base for ship or fleet voyage monitoring.

The data collected onboard in Navigator Insight feeds into DNV GL’s performance management por-
tal ECO Insight. ECO Insight provides comprehensive performance dashboards, benchmarks and in-
dustry data such as AIS (Automatic Identification System), fuel quality or weather data. Combined,
this furnishes the information for industry best-practice performance management.

Navigator Insight user can:
e use current ship-to-shore reporting processes with existing information

e use integrated performance monitoring systems that allow the crew to report the typical voy-
age (e.g. arrival, departure, noon) and events

e structure information for re-use in any type of analysis or reporting

e get automatically generated log-abstracts in the office and onboard with customized content

e run a controlled e-mail push service with key event information

e ensure higher data quality and completeness by means of numerous plausibility checks in the

e system based on vessel-specific technical data

e substitute existing ship-to-shore reporting processes so the crew only has to fill out reports
once

e create environment reports according to known standards for ESI (Environmental Ship In-
dex), http://www.environmentalshipindex.org/Public/Home, CSI (Clean Shipping Index),
http://www.cleanshippingindex.com/, and CCWG

Navigator Insight strikes the balance between completely manual reporting systems, which often suf-
fer from data quality issues, and fully automated performance monitoring. It is intuitive to use without
onboard training needs.

By late 2016, Navigator Insight had ~1000 vessels using the system, making it the most widely
adopted solution worldwide. Being already MRV compliant, Fig.3, and with its proven record for data
quality, Diickert et al. (2016), certification of MRV compliance is straightforward if data monitoring
and reporting is based on Navigator Insight (possibly combined with ECO Insight for performance
assessment and business insight).
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DNV-GL

Statement No. 45548-16 HH

MRV - READY SOFTWARE
FACTUAL STATEMENT

Issued by
DNV GL - Maritime Advisory Germany

THIS IS TO STATE THAT

‘NAVIGATOR INSIGHT"

developed by DNV GL Software
covers the upcoming obligations for Monitoring-Reporting-Verification (MRV) according the EU Regulation

DNV GL - Maritime Advisory Germany assessed the monitoring and reporting software ‘Navigator Insight, developed by DNV GL
Software, against REGULATION (EU) 2015/757 OF THE EUROPEAN PARLIAMENT AND OF THE COUNCIL of 29 April 2015 on
the monitoring, reporting and verification of carbon dioxide emissions from maritime transport, and amending Directive 2009/16/EC
(hereinafter called the MRV Regulation).

This assessment covered the following aspects:

(1) Annex | - support of at least one of the described methods for monitoring COz emissions

(2) Annex Il - capability of monitoring-reporting software to monitor CO; emission as described

(3) Article 12 ~ monitoring-reporting software is in general extendable to export CO, emission and other relevant information

electronically as intended

The assessment process included a site testing of the monitoring-reporting software regarding content and functionality.
Accordingly, DNV GL Maritime Advisory believes that ‘Navigator Insight' complies with the set out requirements of the MRV
Regulation. As implementing acts to EU MRV regulation are still subject to development and publication of such is expected by the
end of 2016, this statement will be subject to update and reissuance,

The assessment has been carried out in HAMBURG.

Assessment date 2 2016-05-13

This statement expires for the aforementioned reason on 2016-12-31.

Issued at Hamburg, 13th May, 2016 ;
Stefan Deucker Sven Matho

Fig.3: Navigator Insight tool is ready for MRV reporting allowing fast accreditation if reports are
based on the tool
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I nfluence of Noise and Bias on the Uncertainty of Data-Based
Hull Performance Prediction

Daniel Schmode, DNV GL, Hamburg/Germanyaniel.schmode@dnvgl.com

Abstract

The error in hull performance prediction is thefeience between the true hull performance and the
result of a hull performance measurement procedlinere are many sources of error, both in data
acquisition and in fundamental models used in pelfformance calculation. This paper discusses
various uncertainty sources, distinguishing betweandom errors (noise) and systematic errors
(bias). The paper shows exemplarily the progressibrsensor errors through a standard hull
performance calculation procedure to global uncerta of the hull performance indicator.

1. Data-based hull performance prediction
Hull performance monitoring is based on data regabftom ship operation. This data needs to be

* normalized (to a baseline), i.e. corrected for dgen from the baseline conditions
« filtered, e.g. for condition with known large ersor
e averaged, reducing a scatter cloud to unique w@ldienction

Key variables are shaft power and speed (througkerlyaestablishing a speed-power curve.
Additional variables to monitor are needed for nalimation and/or filter criteria, including:

- loading condition data (draft, trim)
- ambient condition data (wind direction and speeaevirection, significant height, and
spectrum, ...)

Each of these variables comes with uncertaintreadtlition, the performance calculation process has
its own uncertainties, e.g. due to simplificatiamisunderlying models, see eBertram (2017) ISO
19030 gives uncertainties for some sensors. Thesenestly based on supplier information,
reflecting ideal, laboratory conditions. Most shipsservice will have larger errors due to instidia
errors and wear-and-tear over tinkegeund (2013)gives also uncertainties for assorted sensors on
board, distinguishing between ideal conditions @arspecification) and typical values encountered
in industry.

ISO 19030 also gives a global uncertainty for tHefault method as outlined in part 2 of the
standard. This global uncertainty is based on at®@warlo simulation, i.e. a random variation of
input variables within specified uncertainty intels which reflects the error in measuring data and
the impact on the final performance indicatbttps://en.wikipedia.org/wiki/Monte _Carlo_method
The approach behind the calculation of this glalvadertainty assumes that errors are independent of
each other and the procedure of obtaining and psoug the data. Reality again is more complex that
this modeling approach, as data quality may depdsalon sampling process, as discusseflickert

et al. (2016)

2. Uncertaintiesin data acquisition

Data acquisition is difficult, as discussed in € 2016 e.g. byBos (2016), Jonsson and
Fridriksson (2016)andBaur (2016) Data may be logged in various forms and formats:

e Automatically or manually
« In simple tables or advanced voyage reporting softw
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Data quality depends on the approach, but alsseahsors. Issues to consider include:

« Initial quality of sensors — vendors generally givecertainties for norm conditions in a con-
trolled environment, e.g. on a laboratory test Ihestallation on board may already introduce
additional uncertainties (errors) which may or nmay be compensated by initial calibration
(if performed). For example, a speed log may bilesl slightly askew and the resulting er-
ror for design speed compensated during sea &iiération.

« Actual quality of sensors — over time, conditiomsensors may deteriorate, due to wear and
tear or simple aging. The actual quality will bevés than the initial quality, and depends
among others on the maintenance of the sensolexamnple, speed logs may be affected by
local fouling.

¢ Human factors — Humans may act as sensors (eiquagisig sea state) or as recording device
(reading data from a screen and entering it incarceng system, in the simplest form an
email). Humans may introduce avoiding unintenticgvabrs (misreading, mistyping) and in-
tentional errors (deliberate lying for assortedsoges). Data quality then depends on care and
goodwiill.

* Robustness of automatic loggers — Connections leetwensors and recording systems may
have interface problems where data gets corruptéast in the most trivial case a cable be-
tween sensor and logger gets disconnected.

3. NoiseversusBias
Errors can be random or systematic. We call ranelonrs “noise” and systematic errors “bias”.

3.1.Noise

Noise has no preferred direction. So averaging avirrge number of measurements will yield an
error converging to zero as the number of datasetsases. The resulting performance indicator may
be imprecise, but not inaccurate. The impact ofioamerror depends on the number of measurements
and the standard deviation of the distribution. §lmprecision can be reduced by increasing the
sample size or by decreasing the standard devidlomsely speaking the inherent scatter). For
example, various speed readings taking at exacdysame ship speed may still scatter due to air
bubbles or ambient wave motion. Some readingsheiltoo high, some too low. By taking enough
measurement and averaging them we get the copeets

To illustrate the effect of noise in speed and pomeasurement we carried out a simple simulation.
In Fig.1, a synthetic hull performance time hist@ylotted in green. The shown vessel was coated i
2014 and 2016 and is degrading with a rate of 18#ypar in the first period and with 13% per year
in the second period. These numbers are puretichiow we assume the speed log produces noise
with a standard deviation of 2% and the shaft pometer with a standard deviation of 1%. We
simulate to take one measurement every secondSiage we know the “true” data, we apply a
random noise on the speed and the power and contipaitbull performance index. The resulting
noisy data points are plotted in Fig.1 in light éluAs a last step in the simulation we apply
regressions to the data for the two periods. Thegeessions are plotted in dark blue. As expected,
the regression is quite close to the “truth”, boesl not coincide exactly, due to the finite numtder
data sets.

Fig.2 shows the same simulation, but with fewertlsgtic measurements points. Here only one

measurement per week is simulated. Especially endtmorter period, the difference between the
regression and the “truth” is apparent.
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Fig.1: Simulation of hull performance regressioreé&surements every second day)
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Fig.2: Simulation of hull performance regressiore&surements once per week)
By taking new samples with the same standard demmiand measurement frequencies we will get
different regression lines. Thus re-executing thisnerical experiment will yield a variation of
regression lines. Their slope and offset are agaigy. To illustrate how much the regression lines

vary for repeated simulation, Fig.3 presents thattt and the regression lines for 100 random
simulations for 1 measurement per week.
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Fig.3: Variation of regression lines indicating s®in slope and offset for 1 measurement per week
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We see that a relatively small measurement ernorcaase significant uncertainties in the trendsline
(regression lines) for low measurement frequendynces the synthetic errors follow a normal
(Gaussian) distribution, uncertainty in the treride$ decreases with increasing frequency of
measurement. Fig.4 shows the same 100 variatiorss fieasurement frequency of one measurement
per day. The resulting uncertainty in the trendsearis rather small.
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hull performance index [%]

Jul 2014 Jan 2015 Jul 2015 Jan 2016 Jul 2016 Jan 2017

time
Fig.4: Variation of regression lines for 1 measueatper day
By further increasing the measurement frequenayn® per hour, the uncertainty gets even smaller,

Fig.5. However, such high measuring frequency waolche with additional expenses as at this rate
automatic data logger systems need to be employed.
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Fig.5: Variation of regression lines for 1 measugatrper hour

So far, we assumed independent and identicallyillisgéd random variables. By applying the
standard tools of statistics, confidence intereals be computed. These confidence intervals reflect
exactly what this simple simulation demonstratese Tonclusion is that at a certain point adding
much more data does not significantly improve tbeueacy (respectively reduce uncertainty in the
trend lines). It is then smarter to focus on imjmgwdata quality.

3.2.Bias

Bias refers to deviations that are not due to chaalone. Examples are an improperly calibrated
measuring device or a broken sensor. Bias may ehawer time, e.g. for shaft power measurements
where the strain gauge material experiences fatiQuéhey may change with speed, sea state, draft o
other variables. Errors in speed logs may showadiy with sea state as increased ship motions
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changes local pressure measurements and in tutetheed speed. For bias, averaging over a large
number of measurements does not lead to vanishiry. eConstant bias can be eliminated by

calibration, but bias depending on time (or otheretdependent variables) is not easily eliminated.
Fig.6 illustrates the effect of a constant bia2%§ on the speed log. Here the hull performance is

clearly over predicted. Neither repeating the expent nor increasing the measurement frequency
does cure the problem, Fig.7.
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Fig.6: Example of effect of constant 2% bias inesplg on trend lines, 1 measurement per day
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Fig.7: As Fig.6, but 100 simulations for measurenimguency of 1 measurement per hour

3. Conclusion

The shown simulations illustrate the effect of ro#d bias on the hull performance indicator. The
uncertainty due to noise (assumed to be randonidiesving a normal distribution) can be cured by
increasing measurement frequency. We recommendverage one measurement per day to get
proper prediction for the hull performance develepirin a typical evaluation period.

The uncertainty due to bias is more problematit @sindependent from the measurement frequency.
Here proper maintenance and monitoring of the geriscessential. We recommend a smart voyage
reporting software that applies ship specific piailis/ checks during data recording. If sensor
defects are quickly identified sensors can be oeuld restored restoring global uncertainty to (rea
ideal values. In our experience, data quality fadi performance purposes depends much more on the
maintenance of the sensors that on the reportoigne

23



References

BAUR, M.v. (2016),Acquisition and integration of meaningful perforrsardata on board challeng-
es and experience$™ HullPIC Conf., Pavone, pp.230-238
http://data.hullpic.info/HullP1C2016.pdf

BERTRAM, V. (2017),Some heretic thoughts on 1ISO 19038 HullPIC Conf., Ulrichshusen, pp.12-
18
http://data.hullpic.info/HullPIC2017.pdf

BOS, M (2016),How MetOcean data can improve accuracy and religbibf vessel performance
estimatespp.106-115
http://data.hullpic.info/HullPIC2016.pdf

DUCKERT, T.; SCHMODE, D.; TULLBERG, M. (2016%;omputing hull & propeller performance:
ship model alternatives and data acquisition mesh@dHullPIC Conf., Pavone, pp.23-28
http://data.hullpic.info/HullPIC2016.pdf

FREUND, M. (2013)Holistic analysis of onboard consumption and effndy of the energy systems
of shipsPhD thesis, Helmut-Schmidt University, Hamburg
http://edoc.sub.uni-hamburg.de/hsu/volltexte/2006/3pdf/2012 Freund.pdf

JONSSON, S.; FRIDRIKSSON, H. (201@}pntinuous estimate of hull and propeller perforwan
using auto-logged datd® HullPIC Conf., Pavone, pp.332-338
http://data.hullpic.info/HullP1C2016.pdf

24



The Role of Accurate Now-Cast Data in Ship Efficieay Analysis

Michael Haranen, NAPA Ltd., Helsinki/Finlandmichael.haranen@napa.fi
Sami Mydhanen NAPA Ltd., Helsinki/Finlandsami.myohanen@napa.fi
Dragos Sebastian CristeaNAPA Ltd., Helsinki/Finlanddragos.cristea@napa.fi

Abstract

This paper describes the results of statisticallgsia of data collected from many vessels to discus
the problems which may occur during the data calbeconboard, and the role of the now-cast data
for technical performance evaluation. The reseasctocused on the quality of measurements of wind
and speed through the water. The main goal of élsearch is to reveal the benefits of using now-cast
data and its effect on the quality of statisticaldels which can be used for performance evaluation
purposes. The results of the statistical analysmasthat the now-cast data can be successfully used
for validation of the on-board measurements andsome cases, can substitute the onboard data
without lack of analysis quality.

1 Introduction

An understanding of the factors that influenceship resistance and their behavior is very impartan
as they can be used for the technical performamaki@ion. By technical performance, we under-
stand here the relationship between the speed ghrolue water and the corresponding energy
consumption of the ship. This relationship may lesadibed by using physical laws or can be
estimated statistically by using machine learnimgl @lata mining techniques using sensor data
collected onboard;laranen (2016) The most important goal of the technical perfarogevaluation

is to quantify possible deterioration of the hutindition due to hull or propeller fouling, paint
problems, aging, etc. The performance evaluationbeadone by data correctid0O 19030 or with

the aid of statistical modeling.

Regardless of the methodological approach for eékhrtical performance analysis and evaluation, it
is important to assess and separate the effecp@fational conditions and environmental factors.
Therefore, it is extremely important to have acturdata for all variables which we use for the
technical performance evaluation. Usually we usegalbes like propulsion power consumption,
engine rpm, speed through water, draft, trim, wspded and direction, wave and swell height, water
temperature, water depth, etc.

This paper mostly concerns about the quality ofwthred data and measurements of the speed through
the water. It is known that data collected onboahip may be inaccurate and biased. Many
publications describe problems with onboard measengs of the speed through the water or wind.
Unfortunately, the problems described in the patiions are usually case specific and thus cannot be
generalized. In our research, we analyzed the adkected from many ships and tried to assess the
scope of the problems with the onboard data fominel and the speed through the water.

In the paper, we elaborate on the role of now-datt from the technical performance analysis point
of view. The term now-casting is widely used in ewblogy and is defined as the prediction for the
present, near future and recent past weather ¢omglitOur research is focused on questions like:

- How can we use the now-cast data for validatiotnefdata collected onboard?

- Can we prove that using the now-cast data willdase the accuracy and reliability of the
analysis in general?

- Is it better to use wind measurements onboard asldiwe rely on now-cast data?

- Is it better to use speed log signals or shoulctaleulate the ship speed through water from
the speed over ground and now-cast ocean currents?
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2 Data collection challenges

The main goal of this section is to discuss chgisnrelated to data collection onboard ship and the
role of the now-cast data, which is available frorany independent weather providers. Nowadays,
systems onboard the ship are capable to collectetheronmental data for many sources. For
example, it is common that every ship has an anestemthus collection of the wind speed and
direction data seems to be a simple task. Echodeosrare standard devices on all ships, making it
easy to collect information about water depth. Widhwest technology, it is also possible to measure
and record the sea surface conditions, like wawgkesarell height and period. However, collection of
the environmental data onboard the ship can beltedging task and subject to errors.

While studying several scholars’ research, we codéntify plenty of issues that can appear for
onboard weather and sea state related measurerfRaiesring to biased wind datdaylor et al.
(1995) emphasized that there are several possible soun€esrror for anemometer wind
measurements. It is not known how well the deplogeemometers have been calibrated or what, if
any, measures are taken to ensure that the ingttamemain within calibration. In use, the
anemometer is exposed to a turbulent flow, whicictflates as the ship rolls and pitches and the
anemometer may not be “vertical” with respect ® tfiean flow. The reported wind is an estimate of
the average reading of a fluctuating analog dialenay the ship’s officer and, thus, subject to mstro
Errors are made also in converting to true wineegy. According toMoat et al. (2005)wind speed
measurements obtained from ship-mounted anemoneternsiased by the distortion of the airflow
around the ship's hull and superstructure.

Depending on the ship type, location of the wirah&ducer, trim and wind direction, there can be big
inaccuracies in certain wind directions in varyingd conditions. For example, on a container ship
with the deckhouse at the aft ship, the situat®ndry different depending on how high container
stacks are in front of the deckhouse and whendlaive wind is coming from the bow region. On
the other hand, it is quite common for ferries aad carriers that the wind is measured at the bow,
but there is huge ship behind it. At the followwand, it is very difficult to measure wind in sueh
condition and then the wind driven wave data preghcfails as well.

As for the sea state measurement$§tiedulinsky and Thornhill (2008he authors state that wave or
swell height measurements can be performed thraliffgrent methods, like using x-band radars,
Doppler radars or wave buoys. Still, all these tedbgies present issues and challenges. With x-band
Radar, there is no direct measurement of the wéssation. The sensor captures backscattered
intensities of the reflected Radar magnetic waveshe ocean surface. These intensity images must
be converted into wave images by relying on 3D eownalysis. According thlielsen (2008)wave
buoys do have several drawbacks. The first istti@t require a suitable crane onboard the ship for
deployment and recovery, which can be a difficpemation in high sea states. Trial operations must
remain in relatively close proximity to the waveolys for data to be useful. This limits the length o
straight track runs before the vessel must retoirtné buoy. If several buoys are deployed, they can
drift away from each other. This requires the gbipglo manual adjustments. Buoy data may contain
errors and its quality must be checked.9mos et al. (2010)another method, used for wave
measurements, is presented: an over-the-bow dowlAwaking Doppler radar. The radar gives the
distance to the wave surface and, when combined avitaccelerometer, can give the actual wave
height. Many sea trials using this system have shthat it works reasonably well, but that there
tends to be sensitivity in the wave height measargmto relative heading. It tends to work best in
beam seas. Other drawbacks are that it does nat g@awve spectra (only wave height and
characteristic encounter frequency are given),itacah be damaged in severe sea conditions.

On depth measurement issu€xndin (1995)states that sonars are complex and hard to caibra
They include many sub-systems that possess theirconfiguration and calibration routines. There
are several sources of error associated with depmasurements, and they must be detected and
guantified by systematic testing procedures belbaiag corrected or eliminated. For example, deep-
water surveys (> 1000 m) involve much larger softmtprints and thus, corresponding lower
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accuracy both in the positioning and in the depdasarements are usually acceptable. In addition,
the accuracy requirements are much harder to mesttallow waters (< 100m) where the calibration
of the sounding systems becomes a critical isaeare and Tessier (1995)

As we can see from the numerous examples, onbaaed abllection is a challenging task. At the
same time the importance of accurate environmeatditd, which we use for the ship technical
performance evaluation, is pointed out in many aege papers. Here are some notable examples:
determining how ship navigation is affected by exte weather conditionXia (200®) identifying
algorithms and models for the prediction of shipexpand power for different weather statélsen
(2013) Soda et al. (2019 determining fuel savings algorithntsellstrom (2008) researching new
architectural ship designs, for example Flettheors design,Traut et al. (2014) determining
different ship routes based on weather and seamsrforecastfadhy et al. (2008)I'sujimoto et al.
(2006) Panigrahi et al. (2012)Zhang and Huang (2017Tai (2014) analyzing characteristics of
propulsion performance under various weather arad cemditions,Sasaki (2009), Yokoi (2010),
Tsujimoto (2000), Kayano (2013)

In this research, the accuracy of the wind datander investigation. In the case of the ship’s
technical performance evaluation, the goal is torede the effect of wind speed/direction on ship
performance. Usually, in slow winds, the ship wole speed in headwinds and will gain speed in the
case of following winds. If the wind speed is higfe speed will be reduced in both cases due to the
increased wave actions and steering correctionginglaorrect wind measures will highly increase
the quality of the model and correspondingly wiltiease the quality of the research.

When we speak about technical performance evatudiiere are two major sources of environmental
data. We can collect data onboard, manually or fimgusensors. On the other hand, there are
numerous weather providers which make independes@ther now-cast data available. We can
identify two general benefits from the now-castad&irst, this data can be used for validatiorhef t
data that is collected onboard. Second, if for sosason we are not able to use the onboard sensor
data or the data is erroneous, we can use the ast\data instead.

2.1 Weather Interpolation Service

In Napa practice, now-cast data from several indepet weather providers is used. They send data
covering all important aspects related to sea ¢mmdi, like sea currents speed and direction, tidal
currents speed and direction, air pressure, wavghise wave direction, swell heights, water
temperature, water salinity, wind speed, wind diocgg ice concentration, salinity, etc.

The data files, containing environmental parametars built based on a grid with predefined
resolution. Fig.1 shows the example for of gridadédr the oceanic currents. To obtain exact
environmental conditions for a certain ship, ald#aveather now-cast data is interpolated according
to the ship location and time. The important chiméstic of the Napa platform is the ability to
correctly approximate weather and sea conditionsfecific coordinates in time (according to ship
position and time of the measurement). Coordinegelution can vary between providers or between
parameters. As an example, sea current parametedetined using a 0.25° resolution grid, while
wind-related parameters are using a 0.5° resolutiar different providers/parameters the grid
resolution can vary even more: 0.001°, 0.1°, 0.0832°, 1.25°, etc. In this context, our interpiolat
functionality was developed to provide accurate thefadata values for any reported ship position
during the voyage of a ship.

For interpolation, we use the bilinear and trilinegerpolation procedure, which is an extension of
the linear interpolation. The main idea of theinghr interpolation is shown in Fig.2. In order to
fulfill the interpolation procedure, the weathdeé should contain data for the necessary dates and
time, determined from the timestamps when the shiled over certain coordinates. In addition, it is
mandatory for the ships to send both latitude anditude for their position and the reference tohe

the measurement, Fig.2.
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3  On-board wind versus now-cast wind

This section is devoted to a comparison of the nast-wind and wind measured onboard. First, we
investigate how often the problems related to thelwneasurement onboard the ship may be faced in
general. Then, we present the results of the mugleakst. The goal of the modeling test is to
elaborate on the quality and goodness of the watd fftom different sources.

Before data analysis and modeling, the onboard wiedsurements need to be adjusted so that they
correspond to the same height as the now-cast vWimdv-cast data usually contains the wind
measurements reported at the height of 10 metéuss, the onboard measurements are adjusted to
the same height by using the power law of the wirtdile as follows:

V=Vm(%)1/7,

V,, is the measured wind speed at the heigh{depends on the anemometer location on-board), and
h=10m.

In Napa practice, for the sake of simplicity, thénavspeed and direction are transformed into
headwind and crosswind components. Fig.3 givescample in which the time-series of the onboard
and now-cast headwind are depicted demonstratiggod match between different sources for the
wind data. Our onboard data represent 5-minuteagesr for the headwind. The now-cast wind is
usually reported every 3 hours and it is interpadab correspond to the same time resolution. As on
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can notice from Fig.3, the values are close to edlsér. In this example case, the linear corrafatio
between now-cast and onboard headwind is about@5which suggests that there is no major
problem with the onboard measured wind.
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Fig.3: Now-cast vs. onboard headwind
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In Fig.4 and Table | the result of the wind compani based on the data of 150 randomly selected
ships. For each vessel, the linear correlation éetwwvind components from two different sources,
now-cast vs. onboard wind, were calculated. Figld@wvs the distribution of the correlation for the
headwind, Fig.4b for the crosswind component. Talllelps to understand the situation in general.
As one can see, in about 20%-25% of all testedsdhgelinear correlation between wind components
from two different sources is less than 80%. Thaulte of this random test show that we may face
some kind of problem with the wind measurementsanth for every fifth ship. This means that the
wind data, which is measured onboard, should beyswhecked and validated against the now-cast
data, which can be obtained from independent weatio@iders.
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Table I: Correlation vs. ship percentage
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Now-cast vs. on-board headwind correlatia

n Now-wasbn-board crosswind correlatio

—

Pearson’s correlation| Percentage of vessels  Peésusmmelation | Percentage of vessels
< 80% 21% < 80% 23%

80%-90% 17% 80%-90% 42%

90%-95% 56% 90%-95% 34%

>95% 6% >95% 1%
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3.1 Model-based comparison

Let us now examine the cases without any probleitisthe wind measurements onboard.
The most interesting questions are:

- What is the difference between the onboard and cest-wind from the modeling point of
view?

- Can we achieve better results by using onboardwraast data?

- Can we substitute erroneous onboard wind data mattrcast data without lack of accuracy
of the analysis?

To find the answers to these questions we haveeimghted a modeling test. The main idea of the
test is to compare predicting errors of the shipcHjr statistical models in which we use the wind
from different sources. During the experiment, itinedel responses and all other model inputs except
the wind remain unchanged. We assume that theesnthdd model prediction errors are the better the
wind components reflect the variation of the mogslponse and the better the quality of the wind
data is. For example, if the ship specific mod&sute now-cast wind data and its prediction asror
smaller than the error of the model, which usesmte@surements onboard, then the now-cast data is
adequate and has a better quality from the modeldng of view.

In Napa practice, we use a statistical modelingr@ggh while analyzing the ship technical
performance. During the analysis, we model the phippulsion power and the speed through water
using separate statistical models. Those modelsnassy input variables, which reflect the variation
of the operation and environmental conditions @ #hip. The wind is one of the most important
inputs for the statistical model and quality of thimd speed readings significantly affect the model
quality.

The modeling test procedure is simple. For each dhiaset, we create models which explain the
variation of the propulsion power consumption ahd speed through the water. Two rounds of
modeling procedure are completed. During the ficgtnd, we use the onboard wind data while
modeling and, during the second round, the nowwésd data is used. All other model inputs and
response values remain the same during the expgtime

For the test the model structure is selected ta beneralized additive modélastie (1986) whose
structure is:

Y=a+ fi(X1) + -+ fu(X) + frea(0),

whereY is the model responsg;, i = 1, ... ,n, is the set of the model inputs, like the engime,r
draft, trim, wind speed and direction, swell, watiemperature, etct; is the time variable, which
stands for the time related deterioration of thi ¢mndition. Thef; are smooth functions, which are
specified for each ship separately.

To compare the modeling results we use the statlstiescriptors, like mean absolute percent error
(MAPE) which is define as follows:

m|¥i-Yi
MAPE = Tyiwo%,
17l-, is the value estimated by the modg¢ljs the observed value of the responsé, ... ,m, is the

number of all observations.

The experiment is done for 50 randomly selectegysshwvith no observed problems in the wind
measurements onboard. For each ship, we built résgiqtive models for the propulsion power and
for the speed through the water. The main assumpsgidhat the smaller the MAPE metric is the
better the model is, the better the quality ofulired parameter source.
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Additionally, we calculate the difference betwete MAPE descriptors for each ship models. The
MAPE difference for each ship is defined as:

MAPE difference = MAPEnowcast - MAPEonboarch

MAPE, ,wcast 1S the mean absolute percent error of the modéttwhses the now-cast wind, and
MAPE,,poara 1S the error of the model which uses the onboandi wata.

The results of the statistical experiment are showhigs.5 and 6. In Fig.5a the distribution of the
MAPE is shown for the power model which uses thdoamd and now-cast wind data. The
distributions are almost similar so it is hard ss@ss which source of the wind data is better. The
median of all observed MAPE metrics is about 2.4#ich describes the general level of the quality
of the model for the propulsion power. In Fig.5k thistribution of the pairwise differences between
MAPE descriptors for each ship is shown. The mediathe distribution is +0.08%, which suggests
that in general, statistical models that use the-oast data have slightly higher errors compared to
the models that use the onboard wind data.

In Fig.6a and b the same kind of results are shimwithe speed model. Accordingly, the median of
MAPE for all ship model is around 1.56% - see Fig.Bhe distribution of the MAPE differences is

shown in Fig.6b. As in the case of the power motted, difference is positive, about +0.075%,

suggesting that the models that use the now-casi wieasurements have slightly higher errors.
Although the models that use now-cast wind data tsightly higher prediction errors, we can claim
that the decrease in the model accuracy is notatiarat all. According to results of the modeling

test, if we use the now-cast wind measurementeadsof onboard wind data, the model mean
absolute percent errors will increase just abal&Qin average.
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Fig.5: Comparison of errors for the power modeldiajribution of MAPE for models which use the
now-cast and onboard wind, b) distribution of MA&Eerence.
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now-cast and onboard wind, b) distribution of MA&Eerence.
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Based on the results of the experiment, we mayladadhat in the cases without any problems with
the onboard wind data it is preferable to use thboard wind for the modeling and technical
performance evaluation. If there are problems withwind data collection or there is no data at all
we can substitute the wind data by the now-castlwlata without major decrease of the accuracy of
the analysis.

4  Speed through water

The speed of the ship can be considered as oine ofdst important variables when we evaluate the
technical performance of the ship. The most natsitahtion onboard is when the speed is measured
in two different ways. The first way is to meastine speed through the water (STW) by using a
speed log. The second way considers using the GRdsitioning System (GPS) and obtains the
speed over the ground (SOG). The speed over thendrmeasured by GPS is always considered to
be the most accurate way for speed measuring. Hawér ship technical performance evaluation,
the speed through the water is what we need. Térerein a situation when the speed through the
water is not available for some reason, it candm@aimated by using the speed over the ground and
the ocean currents. The ocean currents can beagstirby numerical modeling and the information
about currents is usually a part of the now-cakd deailable from independent weather providers.

4.1 Quality of the speed measurements

It is a widely known fact that measurement of theexl through the water can be inaccurate. There
are different types of devices for the ship speedsurement. Probably most widely used devices are
based on the Doppler effect and electromagnetipgtp of water,Babicz (2015)Nowadays the
speed log devices are claimed to be accurate least manufacturers advertise them to be accurate.
However, there are many different publications Wwhidescribe the problems related to the
measurements of the speed through water; see éon@&Bos (2016) Bos describes the systematic
and non-systematic errors related to the speed log.

Here are a couple of examples from Napa practiogodstrating problems which can be faced with
the speed through water measurements. The timesdarFig.7 describes the ratio between the speed
over ground and the speed through the water fadD&RR® ship that operates in the Baltic Sea area. It
is assumed that when the speed through the wateeasured correctly, the ratio SOG/STW should
follow the normal distribution with mean value eft@one. In Fig.7, we can clearly see the drift of
the ratio, which appears a few months after thp sihintenance. At maximum, the ratio between
SOG and STW achieves values about 1.3-1.4, whiglegponds to a 30-40% average error in STW.

s @ . . . | Maintenance

1.25

SOG/STW

24-08-15 02-12-15 11-03-16 19-06-16 27-09-16 05-01-17
Time

Fig.7: Ratio SOG/STW for RO-RO vessel indicatingdharoblems with STW measurements

16-05-15

The ratio between the speed over ground and tredgpeough water for the second ship is depicted
in Fig.8. In this example case, we can see not thdysystematic bias, which is about 5%, but also a
seasonal variation of the ratio, about +/- 2.5%ictviseems to be related to the variation of theewat
temperature.
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Taking in account different publications and oumogxperience in Napa, we need to admit that the
speed through the water must be always checkedebelfming any analysis concerning the ship
technical performance. In our research, we triedstimate statistically how often the problems with
the speed log readings occur in general.

We have tested the speed log measurements froml&@erandomly selected ships. To describe the
quality of the speed log measurements we are ustiatistical descriptor like the median of the
absolute differenceMAD) between SOG and STW values, which is definedliimAs:

MAD = median|V3°¢ — V™) i=1, ..., n,

wheren is the number of all observation in the availatdéad This descriptor can be interpreted as the
systematic bias of the speed log readings. We ehowglian instead of mean in order to avoid the
outliers in the data, which may affect the meame@aignificantly.

We also estimate the possible linear drift in theesl log readings. This is done by fitting a linear
model into the difference between SOG and STW,emtidnating how much it is changed during the
period of one year. Additionally, we calculate tsndard deviation of the fitted linear model
residuals, which describes the spread of the diffegs between SOG and STW.

In Fig.9, the main idea of the drift evaluationdisscribed. In the example case we can see a small
drift about 0.5 knots during the period of nine ien The standard deviation about 0.7 of the linear
fit residuals indicates that there is no substamiieblem with the speed log because the drift and
deviation of the speed differences can be expldyatie ocean currents.
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Fig.9: The linear model revealing the speed lo§ dhout 0.5 knots duriﬁg the period of 1 year, and
the distribution of the model residuals with stalddeviation about 0.7 knots.
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In Fig.10 and Table Il, statistics calculated fraB0 randomly selected ships are shown. They reflect
the general situation with the speed log qualitycdrding to the statistical distribution, the beagr

2 knots in the measurement of the speed througlwéter was found in 3% of all tested ships, and
89% of the ships have STW bias of less than 1 kiohual drift of less than 1 knot was found in
82% of the cases, and in 84% of the cases, thdathudleviation of the difference between SOG and
STW was less than 2 knots.
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Fig.10: Distributions of statistics, which describe quality of the speed, log reading

Table II: Percentage of statistics

MAD [knots] Annual drift [knots] Deviation [knots]
lessthan 0.5| 57%| Ilessthan{l 82% lessthan 1  53%
0.5-1 32% | 1-2 5% 1-2 31%
1-2 8% 2-4 6% 2-4 12%
over 2 3% over 4 7% over 4 4%

The statistics presented in Fig.10 and Table Igssgthat, in general, we may expect that in 10-15%
of all cases we will have some problems with thesneements of the speed through the water.

In the cases with erroneous data, different stiesegan be applied during the data analysis. Trise fi
strategy concerns possible correction of the ST¥dirgys. The systematic bias can be a result of
faulty device calibration and can be correctedaome cases. In certain cases, we can also corect th
drift in the STW readings afterward. The secondtstfy concerns using the now-cast data for the
ocean currents. The main idea of this strategy isalculate the speed through the water from the
speed over ground and the sea currents. In thieseekion, we will discuss the difference between
using the speed from different sources.

4.2 Model comparison test

The modeling test for the comparison of the sphesligh the water from different sources is similar
to the test conducted for the comparison of thedwdata. The modeling test is conducted for the
ships’ datasets, which have no problems with tleeddog data. In this case we inspect the error
statistics for the model which predicts the spdediugh the water. For each ship dataset, the set of
the model inputs and the model structure is fixau] only the source of the model response are
changed.

In the test the model responses are:
- speed measured by a speed log (STW),
- speed which is combined from the speed over thangt@and the now-cast ocean currents

(SOG+currents),
- speed over ground (SOG).
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We assumed that the model that uses as the restimnspeed over the ground should have a higher
prediction error comparing to the model that udes $peed log readings as the response. This
happens because the model loses some informatcaude it does not take into account the effect of
ocean currents. However, we built the model for §@sBto have a baseline for the comparison.

The goal of the modeling test is to investigate whappens to the predictive accuracy of the
statistical model if we change the data sourcehefdpeed. How much do we lose or gain in the
model accuracy if we, for example, substitute theesl log readings with the speed, which is
combined from the speed over the ground and thanocearrents from now-cast data.

Fig.11 represents the results of the modeling T%. normalized histograms of the mean absolute
percent error (see definition of the MAPE in seatibl) are shown for the models whose responses
are taken from the different speed sources. The MARtribution of the SOG models has a median
value about 3.25%. This is more than two times &igtompared to the MAPE distribution of the
STW models, which has a median of about 1.4%. iBhiike price of not taking in account the effect
of the ocean currents. The MAPE distribution fag thodels, which use the speed through the water
combined from SOG and the ocean currents now-tast,the median about 2.9%. However, the
improvement is not very dramatic comparing to tsSmodels.
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Fig.11: Distribution of MAPE for models with diffent responses

The results of the modeling test suggest that enctises with no observed problems with the speed
log readings we should always utilize the STW meas$wnboard in order to have the best model
accuracy. However, in cases with erroneous spapddta we can substitute it by the speed through
the water values, which are combined from the spmest the ground and the now-cast ocean
currents.
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Fig.12: Speed drop estimated from the STW (bluel) speed that is combined from SOG and now-
cast ocean currents (red).
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In Fig.12, we present the example of the analyaise dor technical performance evaluation. The
speed drop due to the decreased hull conditiorsislized for the period of more than three yeArs.
negative speed drop indicates a decrease of tlesl spepositive, in contrary, increase of the speed,
for example after the ship maintenance. In theyasimwe have used two different sources for the
ship speed, the speed through the water that wasured by a speed log, and the speed that is
combined from the speed over the ground and theaasivocean currents. The estimated speed drop
is denoted in knots. As can be seen, the differdmatereen the speed drop that is estimated with
different speed is small.

In Fig.13, we visualize the result of comparisornhe® speed drop that was evaluated by the stafistic
models from different speed sources. For each diip set the speed drop was estimated from the
three different responses: STW, SOG and SOG comhini the now-cast ocean currents. For each
ship we calculated the mean absolute error betweespeed drop estimations done with different

responses as follows:
Vi =V
MAE = S
whereV is the speed drop estimated by the mod#&}“lis the speed drop estimated by the model 2,
andn is the number of observations. The MAE is caladdbr two pairs of models: STW vs. SOG,
and STW vs. SOG+currents.

,i=1, ..., n,

The box-plots in Fig.13 describe the distributidrttee mean absolute errors over all ships’ datasets
As we can see, that difference between the spegd(dstimated by the statistical models, which are
built from difference sources), is small. The mediifference between the speed drop for the pair
STW versus SOG+currents is about 0.06 knots, antthéopair STW versus SOG is 0.08 knots.
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b ’ ‘ } ———————————————— 1 {sTwvs. S0OG

(I) 0.65 0.I1 O.I15 0.I2
MAE (knots)

difference

Fig.13: Distributions for difference between thesg drop: STW vs SOG, STW vs. SOG+currents

5 Conclusions

The accuracy and quality of the ship data, whichuae for the technical performance evaluation, is
essential. At the same time, data collection ordbdiae ship may be difficult and subject to errors.
Therefore, the role of the independent now-cast dahnot be underestimated. We can use the now-
cast data for validation of the onboard sensor.d&fa can also substitute the onboard data with the
now-cast data in the case when we have some prshigimthe data collection onboard.

The current research was focused on the qualitlyeofvind data and the data of the speed through the
water. According to the statistical analysis andlelimg tests, we may claim that:

- In20% - 25% of all cases, we may face problemh thie wind measurements onboard ship.

- We should always validate the quality of the ondoamd data by using the now-cast data
from independent weather providers.

- In the case of the erroneous onboard wind datanitbe substituted by the now-cast wind da-
ta without major decrease of the accuracy of tlayars.

36



- In 10% - 15% of all cases, we may face problemd wlie measurements of the speed
through water onboard the ship.

- The onboard data for the speed through the waterdie always checked and validated be-
fore the technical analysis.

- In the case of the erroneous data for the speedighrthe water, we can replace it by the
speed, which is combined from the speed over tbergt and the now-cast ocean currents
data.
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ISO 19030 — Ideas for Further Improvement

Geir Axel Oftedahl, Jotun, Sandefjord/Norwageir.axel.oftedahl@jotun.no
Abstract

The first revision in the ISO 19030 series was ighbd in November 16. 2016. The purpose of this
paper is to bring forward the ideas for further irmpement generated during the work on the first
revision of the standard. The paper also proposésmework for organizing these and potentially

additional ideas for improvement.

1. Background

The first revision in the ISO 19030 series was shield in November 2016. The stated aim of the
series is to “prescribe practical methods for maaguchanges in ship specific hull and propeller
performance and to define a set of relevant pedioa indicators for hull and propeller maintenance,
repair and retrofit activities”, 1ISO (2016), p.vi.

An implied purpose of any measurement standard i¢atilitate general agreement on how to

measure something. In the case of the ISO 1903@ssegenerally agreed upon methods for

measuring hull and propeller performance are exgeid make it easier for decision makers to learn
from the past and thereby make better informedsétats for tomorrow. Also to provide much needed

transparency for buyers and sellers of technologied services intended to improve hull and

propeller performance. And finally, to make it easior the same buyers and sellers to enter into
performance based-contracts and thereby better imlagntives, Oftedahl and Sgyland (2016).

The more than 50 experts who joined ISO TC8 SC2 VW8G7) spent more than 12000 hours on
drafting and editing the 1ISO 19030 series befoezheng consensus that the drafts were sufficiently
mature so as to merit publication of a first remisi Sufficiently mature does not mean perfect,
however. As is probably always the case when wgrkima new standard, also WG7 needed to strike
a balance between degree of perfection and tintergpletion. Many ideas for further improvement
had to be left for future revisions.

The purpose of this paper is to bring forward thesas for further improvement that were generated as
a part of work on the first revision of the startland that are relevant given the stated aim amd /
implied purpose of the ISO 19030 series. In ordedd so, the paper proposes a framework for
organizing these ideas that may be useful also \addmg new ideas.

2. Framework for organizing ideas for further work

Given the stated aim of the ISO 19030 series amab\starting point for organizing ideas for furthe
work should be the extent to which the prescribegsurement methods are practical and the extent
to which the defined performance indicators areetesvant or useful. There are at least two ways in
which the prescribed measurement methods can becmmeepractical; applicability can be improved
and / or barriers to application can be reduce@rdlare also at least two ways in which the relewan

or usefulness of the standard can be enhancedjomddiareas where the standard can be of use can
be included and / or the usefulness within thesaadt@ady included can be further improved.

The extent to which the ISO 19030 series deliverthe stated aim is bound to drive the adoption of

the standard and thereby delivery on its impliedopse. Increasing the awareness of the extent to
which the standard delivers on its stated aim a@althe same.
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Fig. 2: Link between stated aim and implied purpose

As a side note, the obvious interrelationship betwaelivery on the stated aim of the ISO 19030
series and its implied (and generic) purpose, imdication that the stated aim of the standardel
aligned with both users’ interest and ISO’s mandate

3. Ideas for further work
3.1. Extend applicability

1. Include support for variable pitch propellers amdigled propulsion units: The measurement
methods prescribed in the first revision of the IBE30 series are not applicable for ships
with variable pitch propellers or vessels with pedgropulsion units such as Azipods. While
methods for measuring hull and propeller perforneame ships with variable pitch propellers
or podded propulsion units will add some complexibe working group proposed that this
should be sought addressed in later revisionseo$tiindard.
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3.2. Reduce barriers to application

2.

Reduce need for investments in additional sen3trs:1SO 19030 series, and in particular the
default method in Part 2 of the series, specif@asers beyond what is typically available on

ships in the world fleet today. Retrofit is possilfor it would not have been included in the

standard) but for some prohibitively costly. Theeag of innovation within sensors technolo-

gies has been accelerating and a number of newrsiainologies, including virtual sensors,

are rapidly coming to market. The possibility oflueing the need for sensors should there-
fore be considered in future revisions of the séadd

Reduce need for investments in external ship spesiieed-power-draught-trim model data:
Part 2 of the 1ISO 19030 series also specifies spezific speed-power-draught-trim model
data beyond what is typically available. Additiomabdel data can be generated by use of
speed trials as per ISO 15016, towing tank testsoartCFD modeling, but again this is often
guite expensive. As a part of the work on the fiestision of the standard the working group
looked into the possibility of generating additibiship specific speed-power-draught-trim
model data from logged data using e.g. “self-leagralgorithms” and / or simplified speed
trials. The working group found these areas to fzala of promise but at the same time to be
too immature to be included in the default methidte speed of innovation also within these
areas has since accelerated and inclusion of additsources of model data should be con-
sidered in future revisions.

(Further) improve clarity: It is fair to assume thaany of the members in the working group
involved in the drafting and editing the standaadl lan above average interest in, and under-
standing of, the subject at hand. As a resultisfithis not unlikely that passages in the stand-
ard can be difficult to follow for the average udeuture revisions should seek to identify and
address any such passages in need of clarification.

3.3. Include additional performance indicators

5.

Separate performance indicators for hull and ptepglerformance: In the first revision of
ISO 19030 it is not possible to independently measwll and propeller performance. The
four performance indicators defined in the standaeltherefore based on measurements of
changes in both. This complicates the determinaifahe effectiveness of individual hull or
propeller maintenance, repair and retrofit actgti Accurately and reliably isolating hull
from propeller performance would require accuraté eeliable thrust measurements. At the
time, the required sensor technologies were coreidey the working group to be too imma-
ture. Thrust sensors are expected to continue tormand independent measurements of hull
and propeller performance, as well as independsstcf performance indicators for the two
should be considered in future revisions.

3.4. Improve usefulness of included performance indators

6.

Increase “measurement resolution”: Two of the fperformance indicators in the first revi-
sion require both the reference period and theuatiah period to be of minimum 12 months’
duration in order for the guidance provided on aacy to be valid. This essentially in order
to reduce the probability that environmental fagtoot corrected for, such as e.g. waves and
side currents, are unequally distributed acrosswleperiods — e.g. on account of seasonal
changes. For the remaining two performance indisatbe Maintenance trigger and Mainte-
nance effect, accuracy has been sacrificed in @@dable timelier indication. The working
group did consider adding additional correctionsfbund that, given the current state of the
needed sensor technologies and/or underlying ssjeitling such corrections would serve to
decrease rather than increase accuracy.
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As relevant sensor technologies and the underlyaignce become more mature, it may be
possible to significantly reduce the required léngt reference and evaluation period. This
would increase usefulness and should thereforehsidered in future revisions.

7. Increase robustness to changes in operational mnemental conditions: The relative im-
portance of the different resistance componentiesawith operational (e.g. speed and dis-
placement) and environmental conditions (e.g. wWavagshe first revision of the ISO 19030
series, operational and environmental conditionstrbe comparable over the reference and
evaluation period in order for the guidance proslida accuracy to be valid. Future revisions
should consider if more accurate correction formwdee available and can be used to reduce
the dependence on comparable operational and enwinatal condition.

4. Summary

This paper has brought forward the ideas for furtheorovement that were generated as a part of
work on the first revision of the standard and @ua relevant given the stated aim and / or implied
purpose of the ISO 19030 series. The paper hapatposed a framework for organizing these ideas
that may be useful as new ideas are brought forimattte future.
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Ultrasound-Based Antifouling Solutions

Jan Kdling, HASYTEC, Schonkirchen/Germanykelling@hasytec.com
Abstract

This paper gives an overview of upcoming new auitifg regulations, different ultrasound working
principles, examples of applications and resultsgd @enefits leading to a lower Total Cost Of
Ownership.

1. Introduction

HASYTEC carries out maintenance and start-ups filitamry and civilian ships. When it comes to
repairs and modernization measures regarding tha@ewdlectronic systems for cargo vessels or
military vehicles we have always been the rightmer Mainly we perform repair works on ships for
the German Navy. We've specialized in electronistems and devices of submarines and benefit
from more than 20 years’ experience. However, ecnical support is not limited to ‘undersea’. We
also provide support for mine warfare systems, éesi@dr combat support vessels when it comes to
electronic systems or battery management solutions.

For some time, we have been dealing with ultrasadesces which we found on the market for
antifouling solutions. On this base, we foundedesearch department which has provided us with
serious knowledge and insight about this innovadingfouling solution.

2. Upcoming new Antifouling Regulations

In relation to the IMO convention “International @@ntion on the control of harmful Anti-Fouling
Systems on Ships (2001)”, the European Union fzealithe EU Regulation No. 528/2012. This regu-
lation on biocide containing products regulatesrttagketing and use of biocide containing products,
which due to the activity of the active ingredieatstained in them for the protection of humans, an
imals, materials or products against harmful orgiasi such as pests or bacteria, may be used. The
aim of the Regulation is to ensure a better fumdtigp of the biocide containing Products market in
the EU, while ensuring a high level of protectiam human health and for the environment. As an
example, almost no copper based active substaricgetvipermission to be used in the future. Every
system has to be approved to be marketed and thmmentally harmful systems shall be sorted
out. This leaves essentially two options:

. taking the risk of using less effective antifoulisgstems which leads to higher costs
for maintenance and repair as well as to highdrdygenses
. looking for alternatives to replace the currentbgd antifouling systems

3. Different Ultrasound Working Principles
3.1. Biofilm in general

The biofilms are formed when bacteria adhere tol@ surface and enclose themselves in a sticky
polysaccharide. Once this polysaccharide is forthedbacteria can no longer leave the surface, and
when new bacteria are produced they stay withinpthlgsaccharide layer. This layer, which is the
biofilm, is highly protective for the organisms it it. In fact, it is considered a fact that mdoacte-

ria could not survive in the environment outsiddiofilms.

Biofilms are ubiquitous in the environment. Theynfioon our teeth, inside our bodies, in our streams

and oceans, on natural surfaces continually wedtyedripping water. They also are formed inside of
all of our water pipes, toilets, and drains, andaict, everywhere where there is persistent water.
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ig.l Biofilms under the microscope

In general, while a few fungi can form their ownfilims, and a few inhabit bacterial biofilms, the s
called "moulds" generally do not grow in or eventba surface of biofilms. This is because there is
generally too much water. The majority of fungilwibt grow under water, while biofilms are always
under water at least most of the time. Biofilmsl widt go away on their own, and considerable effort
is required to eliminate them. Biofilms on teetbmponents of which contribute to plague formation
and tooth decay, are removed by diligent scrubhiitly somewhat abrasive materials. Unfortunately,
the biofilms return within hours, and teeth cleanigman endless process.

6. Cycle repeats

W : Jebd [ i
-":_.\ g =% Y
- 3 [ 2 —
1. Single free 2. Bacterial 3. Growth and 4. Mature biofilm 5. Part of biofilm
floating cells division of formation disperses to release
bacteria land  aggregate bacteria for free floating

on surface and attach biofilm bacteria for further
formation colonization

Fig.2: Biofilm growth cycle

Biofilms on other surfaces can be scrubbed awagaarbe disrupted using very hot water (steam is
best) and concentrated oxidizing agents. Howetes, will return quickly unless the water source is
removed. Hence, there are always biofilms preséetrey by definition, water is always present (e.g.,

in the ocean, rivers, our mouths, and our watezg)ip

3.2. High-power ed ultrasound causing cavitation

Older ultrasound methods followed the idea of ggttid of hard growth which had already attached.
Using hard cavitation, this working principle miglvork in certain situations but may also damage
the vessel’s steel itself. As a consequence, tipsoach was not accepted by the market.
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3.3. Low-powered ultrasound not causing cavitation

Using low-powered ultrasound (which does not cauoagitation in a certain combination of

frequencies, altitudes and power consumption) Wdlmnly one idea: avoiding biofilm on every

liquid carrying surface. Avoiding biofilm means #Hie same time avoiding marine growth as
barnacles, shells and algae. This working prindipleslatively new and unknown on the market. But
this new kind of antifouling system has a huge piaé¢ regarding protecting the environment, being
sustainable and not harming either humans or asimal

4. Response of fish to low-power ed ultrasound

Fig.3 shops the startle response of fish to thegowered ultrasound. The fish that responded to the
stimuli increased their swimming speed and oftedertight turns. No startle response was ever seen
during test periods apart from during signal présgon. In almost all cases when a startle response
was seen, the fish swam away from the sound sotitee fish always resumed normal swimming
behaviour within a few seconds of the end of the @8 acoustic stimulus presentation.

Underwater camaras 3 transducens Net enclosure

Water surface

im —

1.75m

Fig.3: Startle response of captive North Sea fpgties to underwater tones 0.1 to 64 kHz, source:
Science Direct from 7.9.2008

For sea bass, 50% reaction threshold ranges wanhed for signals between 0.1 and 0.7 kHz,
Fig.4A. The sea bass did not react to the maximeceived levels that could be produced for the
higher frequency signals. For thicklip mullet, 50&action thresholds were reached for signals be-
tween 0.4 and 0.7 kHz, Fig.4B. The fish did notctéa the maximum received levels that could be
produced for the other frequencies. However, théetreacted to one of the twelve 0.1 kHz signal
trials and two of the 0.125 kHz signal trials, whiguggests that the 50% reaction threshold level fo
those frequencies was only a few dB above the maxitevel that could be produced with the avail-
able equipment. For pout, 50% reaction thresholdeeweached for signals between 0.1 and 0.250
kHz, Fig.4C. The pout did not react to the maximugoeived levels that could be produced for the
higher frequency signals. For Atlantic cod and camneel, no 50% reaction thresholds could be
reached with the maximum levels for the frequendhest could be produced with the available
equipment, Fig.4D and E. For Pollack, no 50% reacthresholds could be reached with the maxi-
mum levels for the frequencies that could be predueith the available equipment, Fig.4F. Howev-
er, there was some reaction to the maximum lewelsdould be produced for signals of 0.1 kHz (re-
action in 4 of the 15 trials), 0.125 kHz (4 trial8)250 kHz (2 trials) and 0.4 kHz (3 trials). Farse
mackerel, 50% reaction thresholds were reacheditprals between 0.1 and 2 kHz, Fig.4G. The
horse mackerel did not react to the maximum reckelgeels that could be produced for the higher
frequency signals. Atlantic herring reacted to timequencies. The 50% reaction threshold was
reached only for the 4 kHz signal, Fig.4H. Theres&so some reaction to the 0.4 kHz signal (in 2 of
the 12 trials). The herring did not react to theximam received levels that could be produced fer th
other frequencies.
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Fig.4: The maximum received level range that cdaddproduced in the tank for the test frequencies
causing no reactions, and, for some species, t&e E@action SPL ranges (shaded areas
represent £8 dB of average received level).

(A) Sea bass (0.1-0.7 kHz; school size: 17 fishj the background noise range in the net enclosure,
which applies to all species. Also shown is theitangl brainstem response (ABR) audiogram of sea
bass. (B) Thicklip mullet (0.4-0.7 kHz; school sid fish). (C) Pout (0.1-0.250 kHz; school size: 9
fish). (D) Atlantic cod (school size: 5 fish). Alsliown thresholds of Atlantic cod. (E) Common eel
(school size: 10 fish). (F) Pollack (school sizdish). There was some reaction (<50%) to the maxi-
mum levels that could be produced for signals &fkHz, 0.125 kHz, 0.250 kHz and 0.4 kHz. Also
shown are two hearing thresholds of pollack. (Gyddamackerel (0.1 2 kHz, school size: 13 fish).
(H) Atlantic herring (4 kHz, school size: 4 fisBlso shown is the hearing threshold of Atlantic-her
ring
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We judged that the researchers used consisteatiarfor classing a trial as a response trial poi-
response trial, because their classifications vabrays identical, and the startle response was very
obvious (not a subtle increase in swimming speesivdmming depth as was observed in a previous
study;Kastelein et al. (2007)

The size of their tank influences the general swimgrbehaviour of many fish species. Before the
fish were put in the test tank, they were kept icmsmaller circular tanks, in which they swam very
slowly or not at all. In the net enclosure in thegke test tank, the fish were much more activey the
behaved in the same way as fish in the previowdystuthis tank, which had the entire tank avaiabl
to them,Kastelein et al. (2007)So, although the test tank was far from a natmalronment, it was

a much better study area than the smaller tanldinsseveral previous studies on reactions oftfish
sound.

The study fish had been housed, for at least dattiair lives, in tanks at aquaria and fish farms.

However, those facilities had water filtration ®et that were relatively quiet, so the study arsmal

had probably not been exposed to higher sounddefieh wild conspecifics. As the location of the

study site was selected because of its remoteidmcand quiet environment, the tank was designed
specifically for acoustic research, and the arearad the tank was strictly controlled (nobody was

present within 100 m of the tank, except the redeas who sat quietly), there was little background
noise, and startle responses were not observed®etii® signal presentations.

The reactions of the fish in the present study weobably dependent on the context in which the
sounds were produced, and the fish probably regubddferently than would wild fish. Even in the
wild, animals behave differently depending on laoat temperature, physiological state, age, body
size, and school size. So, even if the presenydtad been conducted in the wild, the findings may
not have been of universal value.

5. Examples of applications and results

Figs.5-7 demonstrate the effectiveness of theadtrad solution.

: I \
Fig.5: Tugboat without (top) and with (bottom) akound protection
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Fig.6: Low-temperature cooler on 13000 TEU contaship without (top) and with (bottom)
ultrasound protection after 13 months trading Earbpareast Asia

Fig.7: Boxcooler on anchor handling tug with ultrasd protection after 24 months trading West-
Africa and Caribbean
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6. Benefitsleading to alower Total Cost Of Owner ship
There are clear advantages of using ultrasoundrfgiouling:

Maintenance free

Environmental friendly

Sustainable

One-time investment

No running costs for consumptions or maintenanpaire

ANANENENEN

The following calculation example refers to the “MMand” of Reederei Danz & Tietjens, as given in
private communication by the captain of the vestbe difference in fuel consumption for the hull

free of growth compared to the hull with a lot obgth was given as 2 t/day. For 220 days/yearaat se
this gives 440 t saved. At 500€/t fuel cost, thiewerts to 220.000 € saved per year.

The investment for the ultrasound system involvirilO transducers (for hull, bow thruster, sea
chests, coolers and inner vessel pipes, incl. llagtan) are ~183.000 €, leading to a return on
investment of 10 months. This estimate ignoresatigantages of savings in copper anodes and
chemicals, but also the running of the system whaelds to reliability.

In the future, the savings should be quantifiedametiably using performance monitoring.
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A Detailed L ook at the Speed-Power Relation of Different Vessel Types at
Different L oading Conditions

Andreas Krapp, Jotun A/S, Sandefjord/Norwagndreas.krapp@jotun.no
Daniel Schmode, DNV GL, Hamburg/Germanyaniel.schmode@dnvgl.com

Abstract

At HullPic 2016, the problems related to simplerpblation approaches for speed-power curves was
discussed for container vessels. The present tanion extends this study to other ship types. Bens
speed-power-draft-trim matrices based on CFD siniofes are used as main data source in the
exploration.

1. Introduction

Many hull and propeller performance analysis methase speed-power reference curves in dealing
with variations in speed and power, also the 1SO309default methodSO (2016) These curves
depend on the loading condition of the vessel, nmopbrtantly the vessel’s draft and trim. Using
such dense speed-power curves reflecting trim aaff i@ a good way to deal with the variation of
loading conditions in the analysis of hull and pribgr performance. However, reference curves are
often not available for all loading conditions qesd ranges a vessel encounters; then interpolation
and extrapolation are often used to cover the djpats. At the first HullPIC in 2016, the problems
related to such approaches, mainly the non-linebegtween draft changes and power requirements,
was discussed for container vesselsKogpp and Bertram (2016)Based on dense speed-power-
draft-trim matrices from Computational Fluid Dynasi(CFD) simulations for three container vessel
classes, it was concluded that there is no stifaigieird way to interpolate between speed-power
curves for intermediate draft values. Only nearigiesspeed and draft, linear or quadratic
interpolation becomes acceptable. However, wheee rdgion of acceptable interpolation starts
depends on ship type and no obvious way has bestifidd to decide from the outset when linear
interpolation can be used for a specific vessel.

The question then arises how the situation is fthemvessel types with different speed ranges and
hull shapes (particularly bow and stern charadtesis This paper extends the studykohpp and
Bertram (2016)0 other ship types, namely bulk carriers and L&d@iers. Dense speed-power-draft-
trim matrices based on CFD simulations are usedaas data source in the exploration.

2. Methods used

For the current study, CFD simulations were pergmTlhe RANS (Reynolds averaged Navier-
Stokes) simulations considered full-scale cond#jdree surface (=wave making), and dynamic trim
and sinkage. Trims given in this paper refer tticstam (at zero speed). The propeller is modddgd

a body-force approach. Propulsion efficiency is eled by a semi-empirical method and correlated
with available model tests. The speed-power madrgenerated using 8 speeds, 7 drafts and 7 trims.
The computational approach is described in moraildet Hansen and Hochkirch (2014)n the
following discussions, speed means “speed througteny power “break power”, and draft “static
draft amidship”. Trim is defined draft aft minusaftrfore in [m], and divided by Lpp in [°]. Posié

trim thus means a ship trimmed by the stern.

3. Impact of draft/trim variationsfor LNG carrier
We performed CFD simulations for an LNG carrierl@figth L, = 279 m, 45 m beam and 26 m
depth, with a design draft T = 10 m and a desigredf 20.3 kn (corresponding to a Froude number

of 0.20). The block coefficient at design draft was = 0.75. These parameters are typical for
conventional LNG carriers.
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Fig.1 shows the speed-power curves for two loadorglitions (laden with T = 12.3 m and even keel;
ballast at T = 9.5 m and 1.0 m trim). These curaes typically available from model tests. One
noticeable, “non-intuitive” characteristic in thiase is the crossing of the ballast and laden suatve
intermediate speed: it is more efficient to opewtéigher draft than in ballast. We have observed
this pattern in numerous speed trial/model tesbrtefor different LNG vessels. The reason for this
feature is probably the bulbous bow designed ekaysfor design condition. The bulbous bow then
pierces the free surface in ballast condition vsitinificant wave breaking and consequently high
resistance.

25000
—o—draft 9.5m/trim+1m
--m--draft 12.3m/trim0.0m

20000

15000

power [kW]

10000

5000

6 8 10 12 14 16 18 20 22
speed [knots]

Fig.1: Speed-power curves for LNG vessel at ba#lastladen condition

In order to shed more light onto the dependencyhef speed-power curves on draft and trim,
different “cuts” in the speed-power-draft-trim sagés were made. Fig.2 (left) shows the speed-power
curves at even keel, trim by stern and trim by bomlight, medium and full load. Fig.2 (right) shew
the change in power by increase in draft for défervessel speeds.

The spread of the speed-power curves for diffedleaft values is limited. This reflects the relatwe
moderate variation of drafts for LNG vessels. Theves for ballast, medium and full load diverge in
the higher speed range. At even keel, the diffasfecome relevant for speeds above 14 kn. When
trimmed by stern, the curves of low and high dcafiss and the lowest draft situation becomes the
one with highest power for speeds below ~15 kn. Whenmed by bow, a more “intuitive” behavior

is observed where lowest draft gives lowest poveenahd. The change in power demand over draft,
Fig.2 (right) confirms above stated trends: low elegency on draft for lower speeds for even keel
and trim by bow, lower drafgiveslower power demands. However, for trim by stemjrecrease in
draft by 1 m decreases the power demand by upG0kys at 13.8 kn.

Clearly, it is a challenge to predict the differeadn speed-power behavior of an LNG vessel for
different draft and trim situations based on otlg typical model test curves shown in Fig.1. As for
containershipsKrapp and Bertram (2016non-linear effects are strong, especially for knaft and
medium-to-low speed. However, the variations ass lgronounced for the LNG vessel, because the
differences in draft between ballast and ladenless pronounced. Furthermore, in the operational
profile of an LNG vessel intermediate drafts assleften encountered.

Figs.3 and 4 show the operational profiles in teofndraft, trim and speed from automatic in-service
performance monitoring for two LNG tankers with 8an dimensions as CFD-investigated test
vessel. The vessels represent two different operatiscenarios. LNG vessel 2 serves in a regular
trade between two destinations; LNG vessel 1 tragekl-wide between many different destinations.
However, the overall operational profile of the twessels is comparable in terms of draft patterns.
They exhibit two well defined draft peaks, one alldst draft and one at laden draft. The trim peofi
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of LNG vessel 2 is very narrow with only minor tnmmg by bow. LNG vessel 1 has a broader trim
distribution, with a dominance of trimming by boWthe speed varies at lot more for LNG vessel 1
where speeds between 10 and 20 kn are almost ggoallilated. For LNG vessel 2 a much narrower
distribution around one dominant speed is observed.

Given these operational profiles with two domindrafts, the impact of having reliable speed-power
curves for the intermediate draft range is less\puoced for LNG vessels than for containerships.
Nevertheless, given the variability in trim in agkt parts of the LNG fleet and the potential power
penalties in operating under non-optimal trimsitcertainly advisable to refer to dense speed-power
draft-trim references also for LNG vessels.

Even keel

16 18 20 22 9 95 10 105

500

peed [knots) iraft mean [

Fig.2: (left) Speed-power curve for LNG vesselddferent draft values.
(right) Change in power by change in tfi@af LNG vessel for different speed values.
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4. Impact of draft/trim variationsfor Bulk carrier

We performed CFD simulations on a Handymax bulkieaof 188 m length, 30 m beam, 21 m
depth, block coefficient £= 0.567, design draft of 10 m, and design speed5d? kn (Froude
number 0.18). These parameters are typical fotivelg slender Handymax bulk carriers. Fig.5 (left)
shows speed-power curves at ballast, laden andnttwomediate draft values. One observes a clear
split between ballast and laden draft over the wlhegeed range for all three trim conditions. The
ballast condition demands always less power tharaitien condition. Interestingly, the intermediate
draft curves are closer to the ballast curve tloatingé laden curve, even if the draft values ofr@.8
and 10.7 m are evenly distributed between balt&aétify) and laden (12.4 m). Fig.5 (right) shows the
change in power demand over draft for differenesiseand trim situations. There is a clear change in
gradient in these curves around 10 m draft. Bel®wnldraft, a change in draft has only a minor
impact on the power demand; above 10 m draft gpSte@ease is noted. A closer look, however,
reveals that this step change in power demand aft dnange applies only for higher speeds. At
lower speeds the power changes rather linearly avlft.

In contrast to the studied container vessetapp and Bertram (2016pnd the LNG tanker, the bulk
carrier does not show the situation that a lowaftdalue corresponds to a higher power. Ther®is n
gain in power observed by an increase in drafinggative values in Fig.5 (right)).

In order to estimate the relevance of the interateddraft range and the variability in operationall
realized trim, the in-service speed, draft and phofile of a bulk carrier of a size comparablélte
simulated one is shown in Fig.6. Given the varigbiin the bulker market, this profile is not
considered representative for Handymax bulk carieigeneral; it is just one possible example. The
vessel is operated under a broad range of speedsnast importantly under a very broad range of
draft values where no draft dominates the distifloutThe vessel is operated only modestly trimmed,
mainly by the stern. It is obvious that reliableesg-power reference curves for intermediate draft
ranges are needed for bulk carriers in trades cabfsto the presented case.
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Fig.5: (left) Speed-power curve for bulk carrier ftifferent draft values.
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5. Uncertainty of linear interpolation for draft changes

Without dense speed-power-draft-trim reference icedr one has to find ways to estimate speed
power curves. One commonly used approach is topol&te linearly between the known curves for
ballast and laden conditions. Looking at Figs.ight) and 5 (right), such an approach can only be
considered as a first approximation. Firstly, tepehdency of power on draft change is nonlinear for
most speed ranges, and secondly, the relatiorifesett for different speeds. In order to estinthe
importance of such an approximation, the interpoaerror has been computed as follows for
constant vessel speed:

Pladen - Pballast . (

Pest = Ppatiast + Tine — Tballast)

Tladen - Tballast

error = Fest — Pine 100
Pint
where Tyatlast draft in ballast conditions in m

Tiaden draft in laden conditions in m
Tint draft at intermediate conditions in m
Pyatiast power in ballast conditions (from CFD) in kW
Piaden power in laden conditions (from CFD) in kW
Pine power at intermediate conditions (from CFD) in kW
Pt estimated power at intermediate conditions in kW
error percentage error of the estimated power

Fig.7 shows the percentage error for interpolabagveen the laden and the ballast curve the LNG
tanker, the bulk carrier and a container vessed Kgapp and Bertram (2016jor details). The
maximum interpolation error for the LNG tanker amtsuto ~2.5%, for the bulk carrier to 4% and for
the container vessel the error varies between -@296+8%.

LNG tanker Bulk carrier

Fig.7: Speed, draft and trim profile of a bulk earin a world-wide trade over 2 years
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7. Summary and conclusion

Speed-power curves are used as reference cunasrect for draft, trim and speed variations in
vessel performance analysis.

The impact of draft and trim variations on speed«piocurves has been studied for a LNG tanker and
a Handymax bulk carrier and compared with the tesofl a previous study on container vessels.
Based on dense CFD matrices it can be concludédB@for LNG tankers and bulk carriers, there is

no straightforward way to interpolate between sgemaer curves for intermediate draft values. It is

noted, however, that the effect is less pronouricethe LNG tanker and the bulk carrier compared

to the container vessels studied before.

The operational profile from two LNG vessels anc dulk carrier from in-service performance
monitoring over several years of service were dised. Intermediate draft values seem to be less
important for LNG vessels, but very relevant fog thulk carrier in the study. On the other side, one
of the LNG vessels was operated under a varietyimnb. One can thus advice to use dense speed-
power matrices for such cases as well to reducertaioty in vessel performance analysis.

The error made by linearly interpolating betweesa $ipeed-power curves for different draft values
has been estimated for the three vessel typesthEdtNG vessel the maximum interpolation error
amounts to 2.5% in power, for the bulk carrier 48d for the container vessel the error ranges from -
22% to 8%. These examples show that the choicefefence curves or the approach to generate new
reference curves has a significant influence orrghability of any vessel performance analysis.
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M easur ements and Prediction of Friction Drag of Hull Coatings
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Gothenburg/Swederalery.chernoray@chalmers.se

Abstract

The prediction of the friction drag from surfaceghwdifferent types and shapes of roughness is stil
one of the major questions in fluid mechanics. 3pecific character of wall roughness may vary
significantly from case to case. In this paper Wwevg a method for obtaining the roughness function
of an arbitrary rough surface by using resolved FBABimulations. This method is considerably
cheaper in terms of resources and time than culyensed experimental approaches. The drag
characterization and roughness function determonatis performed for marine coatings with

different roughness size. The results are valid&g@xperiments in a rotating disk rig and by data
from a towing tank for same coatings. Furthermotbe roughness functions obtained are
implemented in wall-function based CFD simulatioaad the computational results have

demonstrated very satisfactory agreement with exyssts.

1. Background

As is well known, two of the major contributorsttte surface roughness of a ship hull are the hull
coating and fouling. Antifouling coatings have beadveloped and used to counteract the effect of
fouling on ship hulls, but a desirable charactirief a good antifouling coating is of course a low

contribution to drag.

The effect of hull roughness on vessel resistamseeen studied by many researchers, but there is
still no common agreement on the way the drag shbal characterized, which implies finding the
velocity decrement or roughness functidby,*, or the equivalent roughness. Since the roughness dr
depends largely on the actual roughness shape iatribution, there is no universal approach
available for roughness characterisation.

The present study shows some indirect methodsemvésid used to validate a newly developed
approach based on resolved RANS (Reynolds averblgetbr-Stokes) simulations to evaluate the
drag of hull coatings. The new CFD (Computationald~-Dynamics) based approach can be useful to
replace expensive experiments for finding the roegls function. An approach for obtaining the
roughness function for marine coatings from resblIRANS simulations is described and the results
are validated by experimental data from rotatirgk dind towing tank methods. Finally, the validity o
the roughness function is checked by implementingwall-function based RANS simulations.

2. Methodology
2.1. Test Surfaces

Three different types of rough surfaces were uséed torrespond to realistic surfaces of marine
coatings. Models of flat plates and disks were arepp and scanned using 3D laser profilometry at
Jotun A/S. These flat plates and disks were teéstesperimental rigs at Chalmers and MARINTEK.
The 3D profilometer surface scans were used aspan geometry for resolved CFD calculations.

The way to obtain coatings with different roughngatues is explained in detail iBavio et al.
(2015) The coating applications were made by sprayirgy strfaces to give the three levels of
roughness A, B and C. Level A of roughness simalate optimal newly built ship or full blast dry
docking paint application. The second level (Byaighness represents a poorly applied coating, and
roughness C represents a severe case of underblighness accumulated from many dry dockings
and a very poor application.
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The test disks and flat plates were scanned byiMArelsson, R&D Chemist from Jotun A/S using a

3D laser profilometer. For the flat plate, the sotag was performed at six locations on each plate.
For the disk, the scanning was performed at focations on each disk and two disks of each type
were prepared. In addition, for the flat platese thcanning was complemented by stylus
measurements with the TQC DC9000 hull roughneslyseara The profilometer scanning resulted in

data files with coordinates XYZ that were used IFDCFig.1 shows an example of the surface that
resulted from the scanning process.

0.05

0.1

0.25

0.2

0.05

0.1

10 25

(b)

Fig.1: Surface scans showing roughness type Bn@jygpe C (b). Dimensions in mm.

2.2. Resolved CFD Approach

Using the entire disc or plate to create a domathtaen simulating the flow in this domain would
imply expensive computational resources. A reprasime area of the entire scan was selected to be
simulated for this reason. The scanned areas anendl& 40 mm, but an area of 5 mn20 mm was
used for the simulations. This simulated area shexhibit characteristics of the roughness presente
in the entire disc or plate.

The ICEM CFD V.17 software was used to create thshas. In ICEM CFD, the surface scan data
are imported as an STL file and the flow domain @¥D solver is created. The height of the
simulated channel ish2= 0.02 m and the height of the domairnis 0.01 m. The number of cells for

the different cases varied between 5 and 6 mill®lh.meshes were refined near the wall of the
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domain, and a mesh dependency test was carriebyoenaluating how the wall shear stress varied
when the number of cells increased.

Fig.2: Meshed domain for case B with a zoomed el@se to the wall.

2.3. Experiments

A rotating disk rig was designed and constructedicro-PIV and torque measurements. The disk is
driven by an electric motor and rotates inside $ite@ water tank. Fig.3 shows a schematic of fge r

Different disks with different roughness value werged for the experiments. These include one
smooth disk for reference, two cases with sandpapeee cases of disks with different marine
coating applications, A, B, C and one case withigoér roughness. Table | illustrates the different
cases and their average roughness. The peak aloeghness is given for the periodic roughness.

Table I: Experimental cases of surface roughnesfating disks with average heightsim

Smooth A B C 80-G 400-G Periodic
0.55 13 33 55 201 35 500 (peak)
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Fig. 3. Schematic of the rotating disk rig.

* Micro-PIV Measurements
Measurement of boundary layer profiles on diska @hallenging task due to the very small
thickness of the boundary layer (3-5 mm). To meashe azimuthal velocity component
near the disk wall with the high spatial resolutiand to capture the inner layer of the
turbulent boundary layer, a microscopic optics waed with a magnification of 12 times.
The seeding of the flow was done by using PMMA woparticles GmbH of im in
diameter. The images were registered, magnifiedtardferred by a monochrome double-
frame CCD camera with a resolution of 2048 x 20&@lp. The recording of this camera was
synchronized with the specific angle of rotation tbé test disk through a hall sensor.
Complete details and the set-up for these measutsraee described iNiebles Atencio et al.
(2016)

* Torque Measurements
For the torque measurement test, a Kistler typeBAS@rque meter was installed on the
rotating disk rig connecting the electric motor dhd rotating disk shaft, Fig.3. The torque
sensor operates based on the strain gauge prin€iptetorque meter output was monitored
by an analogue to digital converter (ADC) contrdlley a PC. The torque was measured for
rotational velocities from O to 1200 rpm. The measent procedure included a warm up of
the running rig and the measurement equipmenttfi@aat one hour before experiments.

* Towing Tank Tests
Towing tank tests were performed by the Norwegiaariive Technology Research Institute
(MARINTEK) and reported bySavio et al. (2015)In summary, test plates with different
roughness values, A, B and C (previously mentionedye towed in the wake of a leading
(front) plate which was smooth. The Reynolds numlzkiring tests were based on the total
length of plates and ranged between 3@l 9x10.

3. Resaults

Figs. 4-6 show results after post-processing thgu® measurements, the data from the towed plates
and the resolved CFD simulations. This post-prangswas done according t@ranville (1982,
1987) The plots are illustrating how the resistanceseduy the roughness varies with the Reynolds
number. Note that the Reynolds numbers are defilifiéelently for the rotating disk, flat plate in a
towing tank and channel. In this paper only residisnarine coatings are presented (i.e., casd® A,
and C). From these plots we can indirectly obtai@ toughness functionAU*) and, once it is
determined, we are able to compare the resultingimeess functions in the three cases, Fig.7.

60



12 T T T T T

¢ Smooth disk
& DiskA
"5M w DiskB /‘/M' T
A DiskC 1
1F . 1
* 4 e~
— —
L ¢+ .
. 105 ¥
S . —
i - “‘-
101 E
95F 4
——— "
——a T A ———A
9t _ A -
—— A
85 1 1 1 1 1
5 51 52 53 54 55 56
log(Re+/Ton)
Fig.4: Experimental data for rotating disks in non-dimensional variables for AUt determination
34 T T T T T T T
Schoenherr (1932)
33} ® Plate A . 4
m Plate B o
A
3l Plate C — - |
g &
-
31t i
o ]
) - -
2 30 - -
- - "_'._o—'-’ - .
C\]/ & _m
O
29 L P i
A
28 + e
A
e — AT
271t e — .
26 1 1 1 1 [ 1 1
47 48 49 5 51 52 53 54 55
10g(ReLC,r)

Fig.5. Experimental data for towed plates in non-dimensional variables for AU* determination

Resulting AU* values obtained are shown in Fig. 7 against thghness Reynolds number. In this
case, the roughness height is the root mean sgfiacighnessK;) for cases A and B, while the
equivalent roughness height of g is used for case C. Tl@ebeci and Bradshaw (197ughness
function is also shown using two different valuesthe roughness constagj, The results show that
the roughness function by Cebeci and Bradshaw @ith 0.5 describes the data at a high Reynolds
number, using, as the roughness height.
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Fig.7: Comparison of results from rotary disks, éovplates and resolved CFD
4. Validation by aWFCFD simulation

The obtained wall functions were used in wall function based CFD (WFCFD) simulations to check
the consistency in the results. According to our above findings, the Cebeci and Bradshaw roughness
function, with Cs = 0.5 and R, as the roughness height, was used in these CFD simulations. The flat
plate in the simulations was similar to that in experiments by Savio et al. (2015) and consisted of a
smooth front plate and a rough aft plate. The front plate length is 4 m and the aft plate is 6 m. The
height of the domain is 0.5 m and contains 220000 mesh cells. The inlet boundary conditions are 9
m/s, 2% turbulence intensity and a 1-mm turbulence length scale. The resulting mesh y* for the front
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plate varied from 120 to 75 from nose to aft. Far &ft plate, the meght was in a range from 70 to
100 depending on the roughness case. The mesheimdiepcy was checked by modifying the mesh
y* values. No checks were performed to vary the naestsity outside of the boundary layer since
the mesh is already very dense for these typealofilations. The maximum cell size was 5 mm and
the boundary layer thickness on the aft plate wad@ mm, so that 15-25 cells were present in the
boundary layer. The flow equations were solvedgisiistandarét — £ turbulence model with standard
wall functions in a segregated manner with secoddraaccurate discretization schemes.

Since the CFD simulations were performed at exatttyy same velocities as experiments, it was
possible to use the increase in the drag coeffigler to the roughness for comparison rather than
absolute values of the drag coefficient. The alisolalues of the drag coefficient were slightly
different in the CFD and experiments since the @wEx predicted the drag of smooth cases.

The results of this study are summarized in Tabl&He wall-function CFD approach (WFCFD), in
general gives very good predictions, which confithesvalidity of the roughness function.

Table II: Comparison of towing tank experimentshaYFCFD calculations
MARINTECs Exp. WFCFD
CF ACF, % CF ACF, %
Smooth | 0.00191 - 0.00202 -
CaseA | 0.00193 1 0.00202 0
CaseB | 0.00224 18 0.00240 19
CaseC | 0.00263 38 0.00292 44

5. Concluding remarks and discussion

A drag evaluation of marine coatings was made ly éwperimental methods that used to validate a
newly developed approach based on resolved RANSIaiions. This new CFD based approach
potentially can replace expensive experiments amd, fivith acceptable reliability, the roughness
function of arbitrary roughness. The small scatg has shown itself to be a very practical and
compact way to estimate the drag caused by mamad¢ings and can be used to replace more
expensive large scale tests. Guidelines and stsdare needed in order to establish reliable
approaches for the drag characterisation of maidatings.
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Abstract

In this paper the measurement procedure for fricttmeasurements in the friction tunnel of the
SVAtech are described. In the end, investigatioadenfor different coatings and surface structures
are presented by friction characteristic curvesamparison to the smooth plate.

1. Introduction

The frictional resistance of a ship is a substapaat of its total resistance. This is influencadong
other things, by the texture of the skin (e.g. tyecoating, degree of fouling). To minimize the
power consumption and thereby reduce costs anéqtrtite environment, it is therefore sensible to
hold frictional resistance as low as possible bycg coatings or surface structures. Corresponding
studies can be performed in the friction tunnethaf SVAtech. These experimental studies allow for
more accurate conclusions then a mere roughnebsisnaf the surface. These studies are not limited
to the shipbuilding industry only, but are also laggble in the aerospace and automotive industries.
In this paper the measurement procedure and studase for different coatings and surface
structures are described.

2. Basics

The friction coefficienice can be expressed by the wall shear strgsthe densityo and the velocity
V as follows,Schlichting and Gersten (20Q0@unglas (2009)
T,
Cr :—W2 ]
050p W
The wall shear stresgy can be calculated for a channel with a rectangui@ss-section (widtfa,

heightb) from the gradient of pressure differences atteatyi points multiplied by the area of cross-
section divided by channel perimeter. It follows:

. = (p:=p)lla) o
2k [{a+b)

(1)

with the frictional forceF = (p, — p;) [{alb) and the reference surface for the wall shear stres
A=2[x[(a+h).

For higher measuring accuracy a fitted gradientafgolurality of pressure measurement points is
calculated (in SVAtech 12 pressure transducersisgd with a distance 608 m between them).

For a one-side wetted plate the following formukesed on semi-empirical methods are given,
Schlichting and Gersten (2006)
1328

JRe

_0.074
F i/R—e
_ 0.075
Cr = 5
(log(Re)- 2.0)

D Laminar boundary layer (Blasius) Ce

() Purely turbulent, hydraulically smoofRrandtl) C

()] Friction characteristic by ITTC 1957

65



o - 3913 1700
" (In(Re)f*®* Re

(3@  Transition zone laminar / turbulent

Implicit representations for the friction coeffiots can be easier derived from theoretical
considerationsAlthough these representations do not allow clasaglicit representations (such as

(1) to () they can relatively easily be treated by nunaradgorithms for the solution of equations

with one unknownThe friction coefficients can then be approximatecgdunction of the parameters

(Reynolds number, roughness) with arbitrary precisirhe most common representation is the
Schonherr representation:

(4) Friction characteristic by Schonherr . 4130og(Rec¢. ) (implicit)

NN

A very good characterization of the surface propertroughness) is possible by means of the intiplici
representation of the friction coefficient accogiio Schlichting and Gersten (2006)

(5) Friction characteristic by ~ Schlichting/Gersten

\/Z =L tiogCe Rey+ 50-Ltog@a+k:,)  (implicit)
C: K 2 K

with an approximated representation kf,,, = 0001EIRG_+%_ and the Karman constart= 041.

More precise isk,; —@, Keen = 4.2 [Ra, with the average surface roughnéss defined by

tech —
v

Ra:%EjM [dX (“Profilometer-roughness”). In this expressipis the local height of the surface

over the r?lean height of the measured lehgfhhe thickness of the sublayer can be expressed by
50[x _ 500X _ 500y

wfs 0245 oy

With this formula it is also possible to approxienat, .

v
5\/ ==
u;

In Fig.1 the friction characteristics are presenfegummary of all described friction characteasti
can be found irschlichting and Gersten (2006)

For all formulas and sizes Sl units are used as.blse friction characteristi@) according to ITTC
1957 is used throughout for the estimation of tiiénal resistance of ships and also the Reynolds
number correction of propellers. Strictly speakihgontains a form factor but it has proven its
practical application in different investigations.

By means of friction measurements SVAtech can deter the frictional resistance of flat plates. The
methodology is based on studiesStinzing (1992)Two plates with the surface to be measured are
located in test section MS2 (see Figs.2 and 3)effmy they form a narrow rectangular channel. Test
section MS1 is used as entrance region nowadayswaker flow with a definable speed is generated
by means of an adjustable pump or an adjustablev@ee Fig.3, positions 1 and 2). From the
pressure gradient at the pressure taps (see PBigsgion 12) the wall shear stresses and hence the
friction coefficients can be calculated as a funtif velocity and Reynolds numb&tjnzing (1992)

66



0.009 | I |
\ |F riction characteristics |
0.008
—e—Blasius
0.007 \ —=—Prandt] |
—A—Lam.-Turb.
~——Schoenherr
0.006 —=ITTC1957 ]
\ ——Schlichting0
— ichti
0.005 d.\ SchlichtingR
& 0.004 \\ x\x\
e
0.003 > g -
0.002 \]\ \I\ ‘ N; % |
0.001 N e
’ 5\-\‘
0.000
5.0 55 6.0 6.5 7.0 7.5 8.0 85 9.0 9.5 10.0

log,o(Re)

Fig.1: Frictional resistance coefficient characteristics for different ranges and conditions
(Schlichting0: technically smooth, SchlichtingRcheically rough withk" /L = 10°)

Fig.2: Friction tunnel of the SVAtech; test sectdd®1 is the first in flow direction and the secaad
test section MS2, which is used for the actual messent
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MS1 MS2

1: Polyphase motor 9: Choke valve 3/

2: Rotary pump 10: Compensators :

3: Reservoir 11: Commutator "

4: Duct 12: Pressure holes &

5: Stilling bowl 13: Window L,)
6: Contraction 14: Pitot tube

7: Flow channel 15: Flowmeter

8: Diffusol

Fig.3: Schematic diagram of the friction tunnel

Test section MS2 has 12 pressure transducers wdiktance of 80 mm to each other. These were
connected to a venting system consisting of 12esml¥he pressure transducers measure the absolute
pressure. The other parameters of the measuremetnrs are defined with the notation $€hulze
(2010)

aba =0.012d0 I'[m] Distance of platesgimidiffer due to coating)
abb =0.1201d0 ![m] Height of plates

fl  =0.00144d0 ![m*m] Cross section Area f1

f6 =0.00144d0 ![m*m] Cross section Area 6

dX =0.08d0 I'[m] Distance of bores

2.1 Microcontroller measur ement board and engine control

The test device is completely controlled by a miordroller board based on a Cortex M4 processor
of type MK20DX256VLH7 with a rated speed of 96 MKkee Fig.4). The data transfer to the host
computer is realised by a blue tooth connectioh Wit5000 baud.

12 pressure sensors, 2 temperature sensors asgdbd meter are connected to the prozessor by 16
bit ADC'’s. Futhermore, the processor organisegithe schedule for 3 complete test cycles including
the control of the pump. One test cycle includesoup6 speed steps.

The firmware of the processor is written in a Cikimprogramming languag&he calculation of the

friction coefficients are carried out directly kyetfirmware using Eq.(1). All measured originaladat
(water speed, 12 pressure data and 2 temperaincdsiling the calculated--value are transmitted

by the processor to the PC- host and can be ambfym possibly corrected there.
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Fig.4: Microprocsr with LCD display (opened) aodinectors

According to a cost-benefit analysis the decisiaswnade for the pressure sensors from ‘freescale
semiconductor’ type MPX4250DP CASE 867C (see Figl8e major advantage of these sensors is

the integrated electronic amplification and prakration. The sensors already have hose connections
and are configured as differential pressure senddrs power supply of the sensors must be a 5V

stabilized input. The transfer function of thesegsure transducers is presented in Fig.6.
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. Temperature and
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| Element and Rbference |
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for small outline package devices.

Fig.5: Principle of MPX4250 CASE 867C
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Fig.6: Transfer function of the sensor MPX4250
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Because of Vout [V] = Vs [V] * (0.00368Ip [Pa] + 0.04) it follows for the stabilised poveemply of
Vs =5V: Vout [V] = 0.01845 * p [Pa] + 0.2 and henfor p: p [Pa] = (Vout [V] —0.2) / 0.01845

Fig.7: Pressure sensor bank (test section openedj
2.2 Flow meter
A magnetic inductive flow meter (see Fig.8) is usadthe measurement of the volume fld®¢hulze

(2010) By means of the equation of continuity the watelocity in the test section MS2 can be
derived. The calculation of the velocity is desedbn chapter 2.3.

Fig.8: Flow meter PTB K7.2 - MAG 5100 W with MAG 60

2.3 Velocity calculation in the test section

For the velocity in the test section MS2 is true:

Q Q Q -2
Vo, = = = =0.19290123m 3
M2 ah  360(0.12m[0.012m  5.184m? Q 3

with Q in [m*h] andVys. in [m/s].

For the velocity in the flow meter it follows forflow meter diameter dd = 0.1 m (DN100):

Q Q -2
Ve = = = 0.03567765t > [@. 4
" 7D?/4 360(10.0078539m” © @

Hence V,,s, = 5454153912V, . (5)
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Following the factory calibration certificate “fudicale” corresponds to 84.8/m which is equivalent
to 3 m/s in the flow meter.

On the other hand, 84.8%%hn correspond tt) = 3.526 V (equivalent tb= 14.104 mA at a 250 Ohm
resistor) by manually calibration. It follows tHat= 5 V (I = 20 mA) is equivalent to 120%h.

Hence 1V is equivalent to 24%n and the velocity in the test section is:
Vs, = 2400.192901234U = 4.629629630U (6)

with Vysz in [m/s] andU in [V].
2.4 Temperature

The temperature is measured at two positions bysewiconductor sensokdM35 which have been
calibrated by a separate digital high accuracy @ti€mperature meter. One sensor is mounted
directly above the test section and the other sensmle the reservoir (see Fig.3, positions 3).

3. CFD calculations of theflow inside thefriction tunnel

Numerical simulations were conducted to get insaftthe flow in the friction tunnel and especially
the test section. For the calculations a URANSKkesolvas employed (Unsteady Reynolds-Averaged
Navier-Stokes). In Fig.9 the streamlines Yofs = 0.921 m/s are displayed in the duct after tbevfl
meter, the stilling bowl and the test sections M@®#l MS2. The flow inside the test section is fully
turbulent and not affected by the inlet or outlevigpetry of the test sections.

Fig.9: General flow field in the friction tunnel

The calculated pressure in the positions PP1 t@ F&de Fig.10) gives a hint for the actual friction
measurement of the smooth plate and the expecseitts.e20 additional control probes were applied
to check for plausibility.
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20 additional control ,,probes” (U, p) Pressure probes (p)

Fig.10: Pressure situation at the positions of erpbints (PP1 to PP12 are located at the positbns
the actual pressure sensors)

4. Friction presentation

Usually, the friction coefficient is presented otke Reynolds number. For the friction tunnel it is
consequentially to present the friction coefficiemer the Reynolds number of a pipe flow. In case o
ship applications or other applications the Reysa@ldmber of a flow around a body (e.g. plate) is of
interest. The exact correspondence between thedREsynumber in a pipe flow and a flow around a
body (e.g. flat plate) is generally unknown.

The SVA has experimentally determined a refereangth for the determination of Reynolds number
for an equivalent flow around a flat plate of 0r88This was be done by extensive comparisons with
measurements for a flat smooth plate. Another pdigi consists for structured surfaces by a
presentation over the S+ valu8chlichting and Gersten (2006)he S+ value presents the
dimensionless characteristic ‘length’ for one stue element (e.g. the riblet distance).

5. Examples of friction measurementswith different surfaces

The test results for different surfaces are preskirt Figs.11 to 14. The diagrams show the friction
characteristics of the mean values of the thres mimependency of the Reynolds numBer Each
diagram contains the measured friction charactesisbgether with the friction characteristic oéth
theoretical curves of smooth plates base@&oanlichting and Gersten (200&reen curve) and ITTC
1957 (blue curve).

Fig.11 presents the friction curve for a polishedsk plate which can be assumed as technically
smooth. Its friction characteristic is in line withe ITTC 1957 curve.

Fig.12 shows the friction characteristic of a pkatewhich a riblet structure was applied. For aaer
Reynolds number range the friction is reduced impgarison to the smooth plate. For higher
Reynolds numbers the friction is similar to thataadand roughness of equivalent height. In chapter
it was remarked that for structured surfaces agmtasion over the S+ value is more appropriate. An
example is shown in Fig.16 for the same ribletcdtme as difference to the smooth plate determined
by Schlichting/Gersten.

The friction characteristic of a ‘simple’ versior the before tested ‘perfect’ riblets are shown in
Fig.13. It was realised by grinding a brass plaith wandpaper in flow direction. Microscopic photos
of the surfaces show the differences between hintictares (see Fig.15). Although the maximum
drag reduction is not as high as for the ‘perfeitiets the ‘simple’ riblets have a lower frictidhan
the smooth plate over a wider Reynolds number rémge the ‘perfect’ riblets. A big advantage is its
simple application in comparison to a ‘perfectleistructure.

For the last example the antifouling spray ‘Biotawdas investigated. Besides its antifouling

properties which were proven 8thulze and Barkmann (201i0also shows a slight drag reduction in
comparison to the smooth plate over a wide Reynaldsber range.
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Fig.12: Friction characteristic of a plate withlebstructures
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by sandpaper and a belt grinder
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Fig.16: Friction reduction of the riblet structutisplayed over S+ in comparison to the smooth plate
determined by Schlichting/Gersten (correspondsdd E)

6. Conclusion

The friction tunnel of the SVAtech provides relialsind quick friction measurements of different sur-
faces. Several coatings and surface structures weestigated and compared to the smooth plate.
The field of application is wide.
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Abstract

The purpose of the ISO 19030 is to define a stahded and systematic method to measure
and evaluate hull and propeller performance fronoag-term perspective. One of the key
factors when operating a modern fleet of vesselsacking the marine growth. To maintain
an optimum hydrodynamic hull and propeller perfonoa requires that the ship owner
establishes a system to continuously evaluatetttassof the vessel's underwater surfaces
and, whenever necessary, clean the hull and/or gilep A fully automated Ship Perfor-
mance Monitoring (SPM) system provides a very dgoaddation (or decision-making tool)
for staying on top of this ongoing problem of margrowth. But once an effective system is
in place and functioning well, the other factorstthwill contribute to increased efficiency
must be considered. A SPM system meets all theeetgnts of the 19030 standard and has,
at the same time, the additional features neededstothe concept of Big Data to further
optimize overall performance, both at the vessel et level. A SPM system is, in short,
characterized by “high frequency” real-time datallection of as many logging parameters
as possible. The challenge with the Big Data conégphowever, to convert this huge
amount of real-time data into Smart Data. This papél give some practical examples of
how a fully automated SPM system can utilize tlge[Bita concept to further improve the
overall vessel performance beyond the “normal” peohs of keeping the hull fouling at a
minimum. With a real-time data collection systenms possible to continuously evaluate and
analyse the Vessel performance and then take actiosthe-fly.

1. Introduction

The most common and cost-effective way of trangpgprgoods between the continents are on the
oceans with merchant vessels, but even thougleihsdéo be the most cost effective way, it does not
mean that it is still worthwhile and highly prefedr to optimize the transportation process even
further. Based on many different studies and researograms it has been shown that individual and
sometimes independent details results in bettéreftenomy and a more optimized voyage.

This is a very interesting topic and it is highBlevant to investigate this field more closely, and
especially in these times when the margins arerbggpsmaller.

By doing a quick search on the internet, you casilyeéind a lot of companies that advertise thagyth
have a product with a good solution to reduce tle# €onsumption, and hence lower the cost. This
can for example be demonstrated by offering a ngerfect’ hull paint, a new hull design with
bulbous bow, a better engine or propulsion systanit,can be simply software tools to optimize the
voyage. It seems to be a potential in each of thpgeducts to save more fuel, and the obvious
question would probably be how much fuel you cadde altogether if you implement most of these
solutions all together?

That is where Big Data analysis and a SPM systeilyreomes together perfectly to give a whole
new tool to analyze and evaluate the overall perémce of a vessel. It is not before you join togeth
all the possible parameters on a vessel into ogeosean/cloud’ of data, it will be possible to put
together all the pieces of the puzzle. With thelal statistical tools and technical knowledgesit
possible to connect data together which will giee answers you didn’t even know how to ask for.

In some cases it could even be that by analyziegotiiine data it is possible to see connections
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between the different data parameters which cadaiexpvhy the vessel suddenly got a better
performance. It could be that we did not even reaii gave a better efficiency, because we simply
did not measure it, and therefore were unableki® aalvantage of this possible ‘x-factor’.

Based on analysis of all relevant data it has tstewn that for example one crew could run the
vessel more efficient than the next. Or anothemgta has clearly shown that the young Captain’s
used more fuel than the older and more experie@egdains. Empirical data have also shown that a
certain draft/trim combination gave a much betfgeesl than expected (even though this was not
predicted through the design tests).

Big Data analysis seems to find new areas to béeimgnted in every day, and the concept seems
even to have revolutionized the political electeampaigns by being maybe the little extra advantage
that tipped the voters in one direction. It is gations that this concept was used successfully foot

the BREXIT campaign and the US elections. One airaycompany utilized the Big Data advantage
by analyzing the internet behavior of the targetugs and by that was able to give a much more
precise information-package to this group and hg@mobably got a lot more voters to decide in favor
of one side. The typical profile they made was nalgze for example the number of ‘Likes’ on
Facebook, and combining this with the informatiar fvhat kind of search words they used,
Grassegger and Krogerus (2017)

In the last couple of years, it has become norirat the internet providers tailored the commercials
based on your internet behavior. When you for exarmpnsider to buy a new refrigerator and you do
a quick search on the net to see what's availabis, quite convenient that when you later check
Facebook, you see, by coincidence, an ad for afamey refrigerator on your personal wall.

Technically speaking, this method could in theogyimplemented to enhance the performance of the
vessel. You could imagine that the behavior of ¢ctewv could be analyzed, and based on this they
could get help/hints on how to improve their jomigg back to the case with the young Captain’s
which seems to be a little too hard on the powsattle, it could in theory pop up information oreth
computer that they should try to focus extra ort Ga@sumption, or it could be a good indication for
the vessel managers to invite them to an extraiti@icourse, to teach them how to accelerate more
optimized.

If you look to the nature, it can be shown thatakerall propulsion efficiency of a dolphin seeras t
even defy the laws of nature with the impressiveespand super strength they possess. Many
scientists have tried to find the answers to tregmerior capabilities of the dolphinBish (2006)
concludes that the two most significant reasonsttier super capabilities are the streamlined body
shape and the specific behavioral mechanisms. @tfeqt hydrodynamic drop-shaped body together
with a good L/B-ratio and the very efficient threistgives a propulsion efficiency which is far bett
than any conventional vessel is even close to aehiEhe fact is that these very favorable skillgeha
been designed by nature through an evolution dvarsands of years, and unfortunately it still seems
to be a while before scientists break the codewitidoe able to copy these skills perfectlyish
(2006) predicted that the development of new hull desighgr mechanics and propulsive systems
may take advantage of some of the nature’s bestsivig mechanisms.

Finally, it is interesting to see that young dolghoften utilize drafting by swimming below the mid
section of the mother, taking advantage of the fwcture behind the mother and by that save up to
60% of the transport energy. Maybe it is a bit catliand probably not very practical to start with
convoys again for merchant vessels, but it is atfzat the energy saving potential is quite high by
following in the wake of another vessel.

It can of course be argued that a dolphin doedransport any goods (at least not yet, anyway), and

that this is probably an unfair and unrealistic panison, but it still shows that it seems to beugeh
potential in optimizing the way we transport goodsthe oceans.
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Kyma believes that it will be considerable expdotet towards the shipping industry to start
incorporate Big Data analysis and start utilizing potential that lies in optimizing all parts bkt
transportation chain at sea. And in this contese#gms obvious that SPM systems have the necessary
frequency and volume required to be used in a Bital@oncept.

2. Applications of Big Data

There are several definitions for the concept @f Bata, Kyma will in this paper use the definition
McKinsey (2011)‘datasets whose size is beyond the ability ofdgipdatabase software tools to
capture, store, manage, and analyze’.

The Big Data itself imply some challenges that mbet considered carefully. Commonly, the
challenges are grouped under the 5 Yitips://en.wikipedia.org/wiki/Big_data

« Volume: The quantity of generated and stored ddia.size of the data sets determines the value
and potential insight- and whether it can actub#yconsidered as Big Data or not.

« Variety: The type and nature of the data. This sigkpople who analyze the data sets to effective-
ly use the resulting insights.

* Velocity: In this context, it is the speed at whitle data is generated and processed (frequency)
to meet the demands and challenges that lie ipdtieof growth and development.

< Variability: Inconsistency of the data sets can parthe processes to handle and manage it.

< Veracity: The quality of captured data can varyagfse affecting the possibility to accurate anal-
ysis.

It is obvious to understand that Big Data can heseful and good decision-making tool if it is used
correctly, but it is very important to understamattthe huge amount of data needs to be handled
efficiently to overcome the challenges presentedipusly.

A common way of presenting a method to utilize Big Data concept is to use the term Smart Data.
This implies that necessary steps are implememtediaw the shipping companies to filter the huge
amount of data available, and extract only theii@mt and ‘good data’.

The technical and operations staff needs to hawal gools to evaluate, almost in real time, the
vessel’s performance continuously and to be ablactoon the given information to increase the
efficiency continuously.

Focusing on the shipping industry, the Smart Data loe used to cut the operational costs of the
vessels by means of further analysis on the mopbiitant parameters which will be crucial to
increase the vessel performance and thereforegagethe costs of running the vessels.

Some of these Smart Data analyzing methods thahpally can help the shipping companies to find
solutions to increase their performance are fompte:

Vessel’s trim optimization

Voyage planning

Speed Optimization

Emissions control (fuel optimization)
Energy Management plan

Charter Party monitoring

2.1 Vessel's Trim optimization

The trim of a vessel is defined as the differentelraught fore and aft. The trimming of a vessel
changes the water flow around the hull and theeetbe hull resistance changes. The speed, and
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consequently the fuel consumption will be affechgdthe trim. Every vessel type has an optimum
trim that differs based on the loading conditiord aressel speed. The trim of the vessel can be
changed either by shifting ballast water, or it ¢cenoptimized by loading the vessel accordingly,
http://www.clipper-group.com/fleet-management/cepenformance-management/sustainability-
efforts/optimal-trim Trim optimization is one of the easiest and clesapnethods for vessel
performance optimization and fuel consumption réidac

Trim optimization is applicable for all vessel tgpand vessel ages. Some vessels have less fligxibili
regarding trim as, for example, cruise vessels whie designed for passenger comfort and facilities
for the passengers. Furthermore, full-body vessdigre the resistance from viscous friction is bigh
than the wave friction (e.g. tank and bulk) willhgeally have a smaller potential for optimization b
adjusting the trim and similarly the same effecpiesent for vessels with limited ballast capapilit
and flexibility to store the cargo.

In order to be able to optimize the trim propetlysiimplied that the vessels needs sensors tmat ca
measure the draft and trim accurately. The traggiionethod for trim optimization has been with a
loading computer and a specially dedicated triningigation tool. This requires extra training in the
use of such systemittp://glomeep.imo.org/technology/trim-and-draftiopzation/ There are com-
monly three ways to get the optimal vessel’s trimaovessel: model tank tests, computational fluid
dynamics (CFD), and sea trials. The accuracy ofatteve three methods will be affected by the
number of samples forming the data sets to be aedlyWith a SPM system enabled, it is possible
over time to collect data for all possible drafdanm conditions, and based on the analysis of the
collected data, the most favorable conditions camdentified. This information is then presented to
the crew in order to guide the crew to set thenoptn trim. This database can also be shared and
combined among any of the sister vessels, whiatsesr a much quicker build-up of such a com-
plete data set for the whole operational profile.

Required Power (constant speed surfaces)

B
Req'dg- Okn
Power]

15kn

Fig.1: Output of a CFD-based trim software, souldy GL
The importance and benefit of the Smart Data tabéish the optimal trim is very high. Logging
continuously from the on board’s sensors like gwver delivered, vessel’s speed, mean draft, trim

and wind, will create a huge database that by mehogtimization algorithms will define the optimal
trim for each of the different vessel conditionsoaoatically.

2.2 Weather routing (Voyage planning)

Voyage planning is the procedure to develop appessible route for the vessel. The plan includes th
complete route from the start of the voyage whenvéssel leaves the dock and harbor area, to the
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final destination of the voyage, such as approacttre destination, and mooring. This is generally
called 'berth to berth'.

Efficient and sustainable sea transport is a k@ge@sto ensure cost competitive vessel operations.
The constant need to increase economic feasibéitgrgy efficiency and safety while complying
with emission regulations motivates further develepts and improvements to the process of voyage
optimization and weather routing systems.

These systems optimize a voyage based on the lleailmeteorological and oceanographic
information and models, taking into account alse thssels characteristics and the proposed routing
plan. The quality of the optimum route depends Igigim the quality of the model to be used and the
algorithms used to find the best solutigvialther et al. (2017)

The Big Data approach to this problem would bentegrate as much of this information as possible
into one database, even storing all historical daten previous voyages, and then use this
information to calculate the best route. With dltlds information available, it will give the Cagib

the opportunity to extract information of previousyages on the same route and by combining this
with the current weather forecasts, the systemgbem the best theoretical route known. The vessel
can even use the historical data to race agaiadidht in class voyage, and by that try to alwaysh
an incentive to find ways of keeping up with thestbpractice. Any new approaches/events will
immediately set a higher standard to reach for.

2.3 Speed Optimization

It is accepted as bad practice for a vessel toasdilll speed to the destination port if that fessin

the vessel have to wait for the on/off-loading. RIEA, required time of arrival is usually planned
before the start of the voyage, but it can alsehmnged during the voyage, because of for example
strikes, change in berth availability, weekendplaibcost, weather, etc. With this in mind, it woblel
very valuable information to get the latest stabfighe destination port sent on board as soon as
possible. Any delays ashore could give the vessebpportunity to either slow down or speed up to
get to the port at the best possible time-spotsé&liactors should ideally be an input to the camirs
updated voyage plan, so that speed can be adjasteddingly. Slowing down will give the benefit
that you save fuel and reduces emissions. To fintbest possible solution to this complex situation
it needs to be a continuous data exchange betvweeports and the vessels, and all this information
needs to be analyzed and shared among the diffi@lestin this proces§CIMF (2017)

2.4 Emissions control (dual optimization: fuel consumpibn and vessel’'s speed)

For vessels crossing in and out of an Emission iGbArea (ECA), the common practice is to run on
normal heavy fuel oil (HFO) when the vessel isrnteinational waters, and then switch to a low-
sulfur fuel such as marine gas oil (MGO) when ragninside the ECA. As the prices of MGO is
normally much higher, so it is an option for thesel manager to order the vessel to go fasterdautsi
the ECA, when it is running on the cheaper fuektygnd then when entering the ECA, the vessel can
slow down and focus on energy efficiency to saveeraf the expensive fuel typEagerholt and
Psaraftis (2017) The continuous data gathering on board the vessitle position, vessel's speed,
fuel type used and fuel consumption, can also bd tsgive the crew a pre-warning before the vessel
enters the ECA, telling the crew to commence tloegss to change over to the appropriate fuel type.

2.5 Energy Management action plan
Collecting and continuously evaluating the totakrgy consumption on board gives the vessel
manager an opportunity to develop an operatiorah pb optimize energy usage on board of the

vessels. The energy management plan should skateedine hotel load, and continuously monitor the
energy usage and give an alarm/warning if the tedafje goes above this limit.
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A G/E optimizing calculator can be used to alwayskensure that the generator sets are run at the
optimum total specific fuel consumption and witlke ttheapest type of fuel. The plan should also state
if it is only allowed to run on a specific maximunumber of generator sets. Parameters such as
running hours of the auxiliary engines, the powetpat from each individual generator set and total
power output, and the number of generator setsimgnmvill be important inputs in the energy
management plan. With a better focus on the reduiael load, it will be possible for the vessel
managers and the crews to detect potential aremspobvements to get a lower total required hotel
load, and by that contribute to a better energgieficy on the vessels.

2.6 Charter Party Benchmarking

Within the framework of a Charter Party contractsee quite clearly the differences between a noon
report system and a SPM system. A Charter Party i€C#contract between the vessel owner and the
charterer. The charterer takes over the vesselitioer a certain amount of time (time charter)asre
given point-to-point voyage (voyage charter). THe gets out all the terms upon which the deal is to
be done and the freight rate, which is effectivbly price of the hire. For a time charter, the tar

will pay for all the running costs of the vessetlsas the fuel and insurance. The CP specifies gmon
others a guaranteed fuel consumption (ton/day}HerVessel. If the Vessel for some reason uses
more fuel than the guaranteed fuel consumptionCiharterer is compensated for this. Following sit-
uations are just an example of some of the nortaalses used in a Charter Party contract to identify
exclusion periods from the fuel warranty calculaso

» Time lost for stops at sea or any other time atveleigh is considered a period of Off-Hire
under this Charter

* Weather periods with wind more than Beaufort F&der a continuous period of more than
Six (6) hrs

» Etc.

There are normally several more exclusion situatidmut they have intentionally been left out irsthi
case. To monitor continuously the performance stg@luel consumption) according to the Charter
Party contract, it is common to have a separatéesysvhere the Charter Party allowed fuel
consumption benchmark curve are monitored agdiesattual fuel consumption. A typical plot for a
voyage could then look like shown in Fig.2. Figifbws how the actual daily fuel consumption vs
speed is compared against the allowed fuel consampEach dot indicates the daily fuel
consumption in ton/day. The red benchmark curvevshbe corresponding contractual conditions in
the Charter Party.

(fep/uo)) 304

oL | o10120%

i Speed: 20.3 ton/day
At Fuel: 203.5 ton/day
.. . Deviation: 5.5 ton/day
-/ Draft: 10 m

Ship's Speed [knots)

Fig.2: Charter Party benchmark curve, source: Kyma
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2.7 Continuous emission measuring

Another area which will probably end up high on @genda for vessel owners in the near future is the
emissions from the vessel. Today it is up to eaehen to decide if they want to reduce the emissions

but it seems quite clear that governments are ewvehge to enforce taxes and/or emission limits tha

gives the vessel owners a good incentive to opérttiz emissions of NOx, and SO2 and CO2. And

that will force the vessel owners to take actioasboth install emission cleaning systems and

emission sensors to comply with a gradually maretstmissions taxes and reporting regime.

There seems to be established more and more emissirolled areas (ECA’s), and Kyma believes
that it will be a higher demand for monitoring aegorting of the actual emissions from a vessdl, bu
especially when running inside these areas. Wittap overlay in the SPM system it will be possible
to give an alert to the chief engineer that theseks entering the ECA zone in an hour, and it is
about time to start the preparations to change tovttre correct type of fuel.

When the vessel enters the zone a emission replbrsteut to be generated and will continue to
monitor until the vessel is out of the zone againe report will show the total emissions from the
vessel as long as it has been inside the zone.

3. Practical examples

To give a practical example on how the use of BagaDand the SPM system data can be used to op-
timize the fuel efficiency, we can consider a veptmnning for a Ballast voyage from A to B.

3.1 Voyage planning

The agreed length of the voyage is set accordinfpddCharter Party contract at for example 1460
nautical miles in this case. With an agreed vesgekd of 13,9 knots, the voyage is estimated to be
approximately 105 hours and the required propulpimwer is estimated to be ~ 9600 kW (see Fig.3,
where the required speed is marked, giving theréteopower necessary). The required shaft power
will give an estimated fuel consumption per day-@9€.3 ton per day.

Shaft Power vs. Ship Speed
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Ship Speed [knot]

Fig.3: Shaft power vs vessel speed reference caowece: Kyma

The best optimum route will of course be calculdietbre the voyage starts. Each way-point will be
marked on the electronic chart, and will be useduthout the voyage to track the vessel and control
that the vessel keeps the proposed voyage plan
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3.2 G/E optimization

The Chief Engineer plans the voyage based on tingrezl parameters from the Charterer. With the
current energy management plan he knows how mutgi load he needs, and by entering the other
required data for the voyage (like the requiredtghawer, and speed), he can calculate the optimum
settings for the Generator sets. For this voydge récommended settings is to run two gen sets (as
shown in Fig.4).

Recommended configuration {

@ G/E 1 2y 1 G/E 2 2y G/E 3 2y G/E 4
FESD ki 1585 ka'h 11500 kw 2370 kg'h 11500 ke 2370 kglh TESD kw 1206 kalh

GI0D-KW 1265 kofn BEOD kW DAW O ko DWW O ko
[ Mode HFO| | Mode HFO| [ Mode - [ Maode ]
Load 6100 kw Load 8800 kw Load - Load -
Cons, 1265 kgfh| | Cons. 1785 kgfh| | Cons, - | Cons. -

Fig.4: G/E Optimization, recommended configuratismyrce: Kyma
3.3 Speed optimized voyages

For this voyage it was decided to run the vessth wptimum speed. The ordered speed was set at
13.9 knots, and the Captain was supposed to keestdady for the complete voyage. The vessel
starts moving as instructed, and the following date@corded for this voyage, Fig.5. The vesset-sta
ed out a little bit too fast, but gradually adjustee speed to be within the required speed. Thtie re
orded data shows however that the overall speeld t@ve been optimized a bit more because of the
variations in the speed. During the voyage, the RR&quired Time of Arrival) was suddenly de-
layed, and the Charterer ordered therefore theeVésstop for bunkering near the end of the voyage
to use the extra time for something useful. Thiseeliunkering resulted that the voyage took abbut 6
hours longer than initially planned.
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Fig.5: Vessel speed voyage profile, source: Kyma
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Table | : Extract of Logbook data

Port | Sthbd
_ Port | Stbd ME | ME "
Date Distance RPM | RPMm | Speed | Slip | Slip [ FO Cons MT Remarks
Logged Obs'd Knots | % % Total HFO

06.07.2016 320 326 |64.2|64.2| 13.09 {10.89|10.84 96.30 Dep A 05/07/2016 1206LT
07.07.2016 3 39 66.3 | 66.4 | 13.17 | 21.63|21.74 24 64.1 ton, 277 nm
08.07.2016 | 337 | 350 |66.3|66.2| 1429 | 573 | 558 85.70

08/07/2016 1312LT; Vessel
09.07.2016 6 6 27.3|27.0| 5.00 1892 | 17.81 13.10 anchored at X Anchorage
10.07.2016 - - 0.0 | 0.0 | 0.00 11.10 Vessel anchored

Dep anchorage 11/07/2016
11.07.2016 86 85 65.9 | 65.9 | 14.66 | -0.23 | -0.12 27.00 06:12LT // 02:12UTC

Arrival B 12/07/2016 0518LT
12.07.2016 274 273 | 67.1|67.3| 1492 |-1.63 | -1.37 62.80 /] 0218UTC
Summary 1026| 1079|51.0|51.0| 10.7| 9.2| 9.1 320,0

Comments: Vessel adjusted the Speed to meet thedsTger charterer's instructions. Vessel Bun-
kered in XX Anchorage.

Table | shows an extract of the collected data ftoenLogbook for this Voyage. Based on the data in
this table, the total voyage time can be summarézefibliows:

FAOP:
05/07/20186, 06:36 UTC-time, Local time: 12:06 @als clock on GMT + 5:30)
EOSP:
12/07/2016, 02:18 UTC-time, Local time: 05:18 @&ls clock on GMT + 3:00)

This gives a total voyage time of 163.7 hours.

During the voyage, the Captain also observed alugixn period because of strong wind:
WIND FORCE > B.F. SCALE 5 (20 hours)

05/07/2016,  10:30 UTC-time

06/07/2016,  06:30 UTC-time

Fuel consumption in exclusion period:64.1 Ton, disthince travelled in period: 277 nm.

During the voyage, it was also identified the deeraperiod for the bunkering:
XX anchorage for Bunkering (65 hours)

08/07/2016, 09:12 UTC-time, Local time: 13:12.

11/07/2016, 02:12 UTC-time, Local time: 06:12.

The total summary of fuel and distance for the gayfrom the automatic logging system looks like
the data shown in Table Il. Based on the Noon tempand the SPM system we can summarize the
two different monitoring methods in Table IlI, wieethe data is given according to total time at sea
(no filters/exclusions):

Table II: Summary of fuel and distance per daypanaitic logging system, source: Kyma

From date

05. Jul, 2016 12:08
048. Jul, 2018 12:00
O7. Jul, 2016 12:00
08. Jul, 2016 12:00
0@. Jul, 2016 12:00
0. Jul, 2018 12:00
11, Jul, 2018 12:00

Summary

To date

08. Jul, 2018 12:00
O7. Jul, 20118 12:00
02. Jul, 2018 12:00
0&. Jul, 2018 12:00
10. Jul, 2018 12:00
11, Jul, 208 12:00

12, Jul, 2018 08:18

Actual consumption
{ton}

Q58T
20.32
53,42
13.82
10.71
21.81
G0.34

384 90

Allowed consumption
(ton}

T3.85
T4.00
52.30
15.64
12.08
27.02
T488

36257

84

Difference (ton)

2233

Distance {nm)

307.44
316.52
345.20
1154
0.54
8274
303.70

1347 67



Table Ill: Comparison Noon report vs online SPM fifters

Noon report SPM
Actual fuel consumption 384,1 ton 384,5 ton
Allowed consumption 346,85 ton 362,57 ton
Fuel saved (-)/excess (+) 37,25 ton 22,33 ton
Total distance travelled 1303 nm (Log), and 1357 nm (GPS) 1347,67 nm

As you can see from the two reporting systemsgotrezall data for total distance and fuel are quite
similar, and definitely within the expected margin.

3.4 Charter Party Benchmarking

If we now analyse the current voyage show the savgage as before, but this time we leave out the
excluded periods, the differences gets bigger batwiee two methods. And this is the results for the
plot for Fuel Consumption (Ton/day) against veseted GPS (knots) for the current period when
comparing against the charter party benchmarkuded the exclusion and deviation period, Fig.6.
Table IV is the corresponding summary table fotheaicthe valid points marked on the plot.

Ballast HFO
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Fig.6: Charter Party benchmark results, source: &ym

Table IV: Summary of the included time periods,rseuKyma

S n ="l Charter party data

Total FO Total FO
Erom date Cons Ship Speed Cons Slip Slip Wind Speed Included Excluded Excluded
Deviation GPS (knot) (ton/day) Port(%) Stbd (%) Abs. (knot) time (hours) time (hours) data
(toniday) o,
05. Jul, 2016 06. Jul, 2016
1206 12-00 24.45 1269 96.20 28.46 28.48 2258 18.50 5.50 A
06. Jul, 2016 07. Jul, 2016
12-00 12:00 No data No data No data No data No data No data 0.00 24.00 A
07. Jul, 2016 08. Jul, 2016
12-00 12:00 -1.69 1450 82.32 1.88 1.28 10.39 19.75 425 A
08. Jul, 2016 09. Jul, 2016
12-00 12-00 -18.56 8.47 27.92 379 -24.20 414 125 275 A
09. Jul, 2016 10. Jul, 2016
12-00 12-00 No data No data No data No data No data No data 0.00 22.50 A
10. Jul, 2016 11. Jul, 2016
12-00 12:00 ) 10.90 66.13 245 -3.56 10.45 575 18.25 A
1. Jul, 2016 12. Jul, 2016
12-00 0618 -5.54 14.96 81.98 6.27 -12.88 1497 20.30 0.00
Summary 65.55 97.25

And finally to calculate the overall difference fimel consumption against the chartered benchmark
level from the CP, we get the Table V summariziagqay and total.
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Table 1: Summary of Charter Party results, withsion filters, source: Kyma

Summary JEeHEYCIEEWAEIE]

Actual consumption Allowed consumption

From date

(ton)

(ton)

Difference (ton)

Distance {(nm)

05. Jul, 2016 12:06 06. Jul, 2016 12:00 74.15 56.41 17.75 23469
06. Jul, 2016 12:00 07. Jul, 2016 12:00 0.00 0.00 0.00 0.00
07. Jul, 2016 12:00 08. Jul, 2016 12:00 67.74 69.23 -1.45 286.32
08. Jul, 2016 12:00 09. Jul, 2016 12:00 145 242 0.97 10.59
08. Jul, 2016 12:00 10. Jul, 2016 12:00 0.00 0.00 0.00 0.00
10. Jul, 2016 12:00 11. Jul, 2016 12:00 15.84 16.38 0.53 62.65
11. Jul. 2016 12:00 12. Jul, 2016 08:18 69.34 74.89 -5.55 303.70
Summary 228.53 219.32 9.21 897.95

Table 2: Comparison Noon report vs online SPM hwilters, source: Kyma a.s

Noon report SPM
Actual fuel consumption 320,00 ton 228,53 ton
Allowed consumption 259,97 ton 219,32 ton
Fuel saved (-)/excess (+) 60.03 ton 9,21 ton
Total “allowed” distance trav- | 1026 nm 897,95 nm
elled

Based on the Noon reporting and the SPM systemetw¢hgrefore a new result, Table VI. The data
from the Noon report and the data from the loggipstem show different results. With the Noon re-
port we see that it is an overconsumption of ~60ald with the automatic logging system we get an
overconsumption of only ~9 ton. So the differentthe two methods is around 51 ton of fuel for this
short voyage. The difference between the two methiodhis case is basically because of the differ-
ence in the exclusion period for the wind force.

It can be shown that the exclusion period recorddsn you set the filters according to the exaét de
inition from the charter party (wind force above R1iots continuous for at least 8 hours) the system
records this to be around 34 hours, in comparisdhe logbook which states “only” 20 hours.

It is of course very difficult for a person to ewate just by observation if and when the wind is
stronger than a specific wind condition. That isyvwthe automatic logging will always give a much
more accurate result than any human observatiotuallg, the charter party conditions in this case
seems in fact impossible to monitor with a convamdi Noon reporting system, since the conditions
are so specific (Wind Force > BF 5 for 8 hours oamdusly). The automatic logging system however
shows quite clearly that the wind is very stablevabthe threshold value of 21 knots for complete
exclusion period, and it doesn't fall below untietwind gradually decreases on Thursday the 7th Jul
in the afternoon which gives a total exclusion pef 34 hours. See the actual logging history\Wwelo
of the wind speed in that period:

- Wind Speed Abs. (Avg: 27_2 Knots) =
40

Reset zoom
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Knots

Wind limit @ BF 5
Fig.7: Wind force profile, source: Kyma
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3.5 Automatic logging vs manually logged data

When observing the different methods of loggingad&toon reports vs SPM system), there are some
important observations to be noted: The traditiovay of settling the warranted fuel consumption for

a voyage is to use the collected historical dadanfthe Noon reports. Based on the total fuel con-
sumption and an agreed distance, the key averagds@re calculated. The current case study of a
specific voyage shows that the automatic data @anded as a good alternative to the traditional
method, and in probably most cases the SPM systilingive a much more accurate result than a

manual Noon reporting system can provide. With B Slystem, it is possible to have a much closer

day-to-day control of the performance against thar@r Party module.

4. Conclusion

This paper has tried to show how a SPM system earsbd to evaluate the vessel performance status
of a vessel from a Big Data perspective. The pa&yperidentified a few areas where the Big Data
concept will be a very useful tool. These situatiane highlighted and it is shown how the practical
use could be done.

There are a number of applications where Big Data loe used to optimize the performance of a
vessel. The common challenge with Big Data setshfershipping industry has traditionally been the
limitations in transfer of data to shore, and wieesa. But in the last couple of years, the teatmol
development on communication solution at sea haea Bignificant, so today it doesn’'t seem that the
file sizes are such a big issue anymore.

The identified applications in this paper are jafew examples of how it is possible to combine a
SPM system with statistical analysis to optimize tlessel performance. The paper identifies for
example trim optimization, weather routing, fuehsomption optimization, continuous Charter Party
benchmarking, etc as areas where high frequeney @t be used to draw conclusions on how to
continuously optimize the vessel performance.

Kyma also foresee that especially with good senfmrsemissions online monitoring, it will be
possible to optimize the emission rate based ointhé from the sensor.

The paper gives a few practical examples wherelalte from the SPM system are analyzed. It seems
obvious in these situations that a high monitorfrequency is necessary. The SPM system is
therefore the preferred solution for those applcet because of the frequency and volume of
available data.

The paper shows how the planning of and executiom @ormal voyage can be optimized by
monitoring and analyzing the data continuously. Vagage example shows a very normal situation
for some vessels, where the arrival situation changfter the voyage have started. Then it is
important to be able to re-calculate the route@nde up with a new plan on the go.

The paper shows clearly the differences betweewpa reporting system and the SPM when it comes
to monitor the wind force. Actually, the normal dea party condition with wind above BF 5 for x
hours is in fact impossible to monitor with a contvenal Noon reporting system. The SPM system is
superior to the noon reporting system when theueaqy and density of data must be high. This is for
example for applications to optimize the trim, wesatrouting, slip, emission monitoring and specific
fuel rate. But in some cases, however, where the tiorizon is large enough, it seems to be fairly
good correlation between noon reporting and a Syem.

The possibility to collect and analyze the datanfrihe vessels continuously will be an important
factor for evaluating how efficient the operation the fleet can be. The investments in new
technologies which allow the generation and anslydi Big Data will result in benefits to the
companies, as it has been shown previously witara¢international studieb)cKinsey (2011)
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Abstract

The aim of this paper is to present the developnoérthe first deterministic ship performance
monitoring system dedicated to hull micro-foulinglaoating analysis. The system aims to derive the
impact of hull biofouling on the total powering afvessel with a known and reasonable level of
uncertainty. It uses a deterministic approach ttcokate the contribution of every significant extakr
disturbance (e.g. wind, waves). It then corrects theasured performance deriving the added
contribution of the pure fouling as difference iowering requirement with that of clean hull
condition. The Ship Performance Monitoring Systesndesigned and installed on-board the
Newcastle University (UNEW)'s R/V The Princess Rogm an automated platform. Field
measurements and analysis results are presentediandssed.

1. Introduction

It is a long-accepted truth that as a ship's hedjrddes and particularly because of biofouling ginow
on its surface, her performance is also subjectedcertain degree of decline, which is regrettaloty
directly measurable. Simultaneously, a major pathe natural phenomena occurring around a ship
also contributes to affect her energy consumptmra tcertain extend. If therefore the impact of
biofouling on a vessel's performance needs to kantdied with useful levels of accuracy, the
problem becomes that of isolating it from all thbew disturbances, which can be pursued if at least
sufficient information is gathered periodically thve operative profile of the vessel, as summariged
the ISO 19030lSO(2016) The advent of automated high-frequency data faggnd integrated ship
performance monitoring systems has done nothingrbptoving this process, opening the path to
diverse approaches and analysis methods. In therntdramework, one based on the modelling of the
physical forces acting on a vessel would be namgeterministic analysis method, which inherits the
traditional Naval Architecture perspective.

5 % i b = m
Fig.1: Newcastle University’s Research Vessel

This paper introduces the Ship Performance MomitpriSystem and deterministic analysis
methodology under development at Newcastle Unityer@NEW), whose Research VessEhe

Princess Royals being used as a development platform and st In an attempt to tie the many
loose ends originating from the uncertainties witthis topic, the performance monitoring method
here presented exploits state of the art monitoeiggipment and physical relations to specifically
derive the effect that biofouling has on the perfance of a vessel and the validating or invalidatin
uncertainty of such assessment. The prototype orimgt system and analysis method will be
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presented in detail. However, as the database ticompleted as yet, the Uncertainty Analysis
remains out of the scope of the present paper.eTpesnises being set, the project stands the chance
of being the meeting point between theoretical yaig| full-scale validation by means of a non-
commercial proprietary vessel and state-of-thérsttumentation.

2. Methodology

Being here the ultimate scope that of derivingghdormance changes forced on a vessel by a fouled
hull and propeller, hull resistance would be th@ea variable to observe. However, since it is not
directly measurable, the power-speed relation stasdhe closest means of assesssax (2016))

If power and speed are measured under equal emvinatal and operational circumstances, an
increase in power demand to move the ship at a speedd through water indicates an efficiency loss
in either the propeller, the hull or even both. Wwiklly enough, real environmental and operational
circumstances alike, may vary even during the @wfsa single day and hence the performance
analyst ought to ascertain that a clear perspeigtigained on what the propulsive power in genisral
being used for, whether to overcome an environnhgsttanomenon or to match an operational
change.

This fact has two major implications:

1. 1.The measured primary parameters of ship speed@mer require a correction to some pre-
defined standard conditions to exclude the implicabf other factors but fouling in the anal-
ysis;

2. 2.To identify the state of these conditions, seappngarameters need to be measured as well
ISO 19030, whose number is evidently a functiotheftargeted level of accuracy in the per-
formance estimation.

An automated and reliable performance monitoringtesy therefore requires a discrete number of
sensor for being able to identify the actual cirstances the ship is sailing into. A correctionlad t
observed power-speed relation to a standard referesndition needs then to be fulfilled.

Not dissimilarly from other works of the like @rihara et al. (2016), Hasselaar (200€}c., the
familiar expressions for propeller and hull behaviare employed. For the sake of clarity of
presentation, the method used within the projenthm subdivided into the parallel threads and that
identify four critical areas of study strictly imtelated one with another. In order of application:

Database of ship data (e.g. Propeller Open WatgrBms, wind coefficients...)
Continuous full-scale measurements

Correction algorithm

Analysis methodology of hull and propeller perfonoa

PR

Although in principle the methodology to apply amtions dictates the number of the measurements
to be taken, it allows us to follow the order ebtdfed above for the sake of clarity.

3. Monitoring system

In 2011 UNEW launched the R/Vhe Princess Royaa relatively high-speed catamaran, Fig.1, Table
I. She was designed in-house with an innovativepPédaull form, anti-slamming bulbous bow and
propeller stern tunnel to meet the needs driverinbyeasing marine research, teaching, offshore
support and consultancy. This high reach scope etsvg great adaptability to multi-purpose tasks
ranging from conventional trawling to high-speedB-$cale cavitation observation as reported for
example inAktas (2015), Atlar et al. (2013Jarchen et al. (2015)At presentThe Princess Royas
committed to a testing campaign of novel antifogllitoatings in the framework of the European
Project SeaFRONT. Much in the same line as theeyaaf her tasks, the equipment range is also vast
comprising both biology and technology orientedsses,Atlar et al. (2013)
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Table I: R/V main dimensions

Length overall | Loa | 18.88 m | Design draft T 1.80 m
Length b.p. Lep | 16.45 m | Displacement A 46 t
Breadth B 7.30 m | Type of propellers FPP

Weather station

DGPS

Wave radar

Fig.2: Layout of the Performance Monitoring Systestalled on the R/V

Fig.2 shows the sensors used for performance nrorgtorhe Ship Performance Monitoring System
installed onThe Princess Royalbmprises:

DGPS
Function: Time, Position, Speed Over Ground (S@®d)rse Over Ground (COG), Heading

Location: Mast
Sampling frequency: 1 Hz
Doppler Speed log

Installed during the 2015 Dry-Docking on the inRartside demi-hull keel close to mid-ship.
Doppler speed logs are naturally not affected k& ¢hanges in boundary layer, however,
because of the Doppler principle on which theylzsed they are affected by heavy vessel
motions, temperature and salinity of the water. Thedel installed onboard the R/V
automatically corrects the measurement for temperaSalt content is considered constant
over the location of operation of the vessel, Baady for long ranging vessels corrections
have to be addressed. Ship motions have to bedepmninimum

Fig. 3 Location of the Doppler " Fig.4: LocoatiohEM speed logs
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and generally this stays within the limitations mspd by the ITTC. To limit the motion of
the sensor itself, its installation close to migsknsures that the least attainable heave is
transferred.
Function: Speed Through Water (STW), Water Depth
Location: Inner Portside hull bottom plating cldaeamidship, Fig.3
Sampling frequency: 1 Hz

« Electro-Magnetic (EM) speed log
Unlike its counterpart, the EM log is not partialjyaaffected by ship motions, temperature or
salinity, but since it measures the speed througtewon the hull surface, it is heavily
affected by changes in boundary layer. For thisoeait is recommended their foremost
installation on the hull, where the boundary laigestill to its minimum. In our experience, a
constant drift from the true speed through wates Ibeen experienced across the sea trials
conducted on the R/V from the dry-dock onwards.s@éish, the EM log is only used as a
comparative measurement system.
Function: standby Speed Through Water (STW)
Location: Outer Starboard hull plating, Fig.4
Sampling frequency: 1 Hz

* Instrumented shafts
Two instrumented shafts are fitted on the vessal Were built, calibrated and installed by
Design Unit of UNEW. They are designed to measuraftstorque, thrust and rate of
revolution by means of rugged strain gauges andt sharker. To increase the thrust
measurement resolution, a reduced shaft sectiobdes machined in way of the gauges. An
axial parasitic load was observed on both shaftsaased by torsional strain and this is
corrected in post processing operations.
Function: Shaft RPM, Torque, Thrust
Location: abaft the gearboxes
Sampling frequency: 2 Hz

¢ Rudder potentiometer
Function: Rudder angle
Location: rudder stock
Sampling frequency: 1 Hz

e Weather station
The advanced weather station uses an ultrasonicianeter on the top of the mast to
measure the wind speed in the 3 axis system ofabsel.
Function: Air speed, direction, temperature andgues
Location: Mast top
Sampling frequency: 0.3 Hz

* Wave radar
Function: Wave height, heave motion, apparent vgeved
Location: Bow
Sampling frequency: 2.6 Hz

* Fuel flow meters
Last generation volume flow meters for supply aetimn fuel lines provide the net engine
fuel consumption over time. If the engines’ SFOkm®wn, brake power can be reversed
calculated and assessed against the one obtaoredte shaft measurements. However, due
confidentiality in the engine data has so far pné@d from a complete and reliable
comparison.
Function: Fuel flow measurement (volume)
Location: Engine rooms
Sampling frequency: 0.02 Hz

Owing to the principles of the sensors, propellPiVRis generally the most reliable measurement on
board together with shaft torque and SOG. Propéhiarst is conversely one of the least reliable
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measurements due to the structural phenomenaddiatthe axial stress on the dedicated hollow
intermediate shafts. Of the above, the only weated wave data are collected on a separate
platform, whilst all the others have been recemtiplemented in a single monitoring unit. As the
wave data is the critical leading to a successfuencalculation, the simple wave radar is unsuited
the purpose. Hind-cast is used instead, considerbd a safer solution as exemplified®ys (2016)

4. Reference database

In addition toin situ measurements, reference data is needed regatdingeparate response of the
vessel and her propellers to different operatinudmns.

» Propeller Open Water characteristics
Depending on the adopted correction method, tmscoastitute the most important reference
data at hand, as it is the case for the researehpnesented. Open Water characteristics were
obtained by means of tests in the Emerson Cavitafionnel of Newcastle University,
reported inCarchen et al. (2015)

» Self-propulsion
The main parameters here needed are the thrusttdeddractiont and the effects of trim
and displacement change that may be estimated bysr&f experimental, computational or
semi-empirical approaches. In the present cas®uld be estimated by experimental self-
propulsion tests conducted at Istanbul Technicavéfsity, Atlar et al. (2013)The effect of
trim and displacement is here neglected due toeteicted operations of the R/V.

» Direct wind resistance
In a similar fashion to self-propulsion data, witwkfficients can also be obtained by various
means. Nowadays, a large number of databases blishad (se¢SO (2015), but owing to
the unique profile offhe Princess Royathey have been obtained after a comparative study
of Wind Tunnel Testing, Fig.6, and full-scale CFbnglations in Newcastle University,
Vranakis (2016), Axiotis (2016)

» Response function to regular waves

Possibly one of the most critical issues in peromoe monitoring, the response to regular
waves for a range of wave speeds and directionbeastimated within a reasonable degree
of precision only by means of complicated moddiinngsor CFD computations. At Newcastle
University the commercial software StarCCM is emgplib to obtain the response function of
the R/V together with conventional head seas maesling. In the very moment, the
calculations are being carried out and for thisoeathe wave correction cannot be included
in the analysis as yet.

5. Normalization to r efer ence conditions

If the change in performance due to biofouling waaluated directly on measured data, because of
the numerous conditions a ship is sailing intorgsult would clearly be that of a widely scatteset
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of data. The purpose of a good correction or ndeatdbn algorithm at least embraces the reduction
of the scatter to a minimum by means of filterimgecia and physical modelling. Conversely, thetbes
normalization procedure equally produces scattenisiised. This implies that care has to be taken in
the application of this delicate procedure and that limits of the used methodology have to be
thoroughly understood. Otherwise, no correction lagenerally be a safer choice. Generally, the
principle "lighter correction-better correction" @pplicable, the weight of a correction being an
inverse function of the filtering limits. This ixemplified by ISO 19030's rather strict wind filigy.
Nonetheless, this in return drastically reduces ubeful sample size thus weakening the derived
statistics. Evidently, the tuning of filtering @fta and applied correction is a balance betweeitvtb
risks.

In the presented method, the reference conditi@etigo be that of calm weather, with no wind, no
waves, steady state straight motion with rudderdahips and ISA conditions. Corrections are
considered for a total resistance increase:

AR =Rw+RAW+R6+Rﬁ+Rsal+RdiS

« Direct wind resistancg,,
It is here calculated by:

Ry = 0.5p,4[Cx(Ywr)—Cx(180°)]L% Vi e

Wherep, is the air densityCy(y¥y,z) a longitudinal wind coefficient function of the nd
apparent directior1,, 4, the ship’s length overall ang,; the relative wind velocity.

e Added wave resistandg,,,
The calculation of added wave resistance is nothésg than a double-edged sword if ship
performance is to be assessed. Discussion aboptdhéematics related with its calculation
are out of the scope of the present paperBerttam (2012,2016¢an be used as a reference.
In general, a least wave correction is to be aggied significant filtering is required for both
wave height and bearing. However, light correctiars often a due choice. Added wave re-
sistance in irregular sea waves can be calculagesuperposition of the directional wave
spectrum and the response function of the addéstarse in regular waves.

« The remaining steering resistarnkg, resistance increase due to df, resistance increase
due to salinity chang®,,; and resistance increase due to change in disptaddity;; are
treated where necessary according to the procedsessin the ISO 15016:2015.

The propeller Open Water characteristics form thgidof the normalization here presented, with it
being part of the well-knowianiguchi-Tamura (1966)nethod earlier embraced by ITTC and the
ISO 15016:2002. Its founding principles are shipespand propeller torque identity. The reason for
choosing this method stems from its being a rethtigimple and direct method without sacrificing

the accuracy of the calculation.

The familiar torque coefficient is calculated a$ides to obtain the propeller working point by
entering the Propeller Open Water diagram (tordeatity):

Ko = pn2D5
With @ being the measured torqyethe water densityy the propeller rate of revolutions in Hz and
D the propeller diameter. The propeller advance faoefit can be expressed and calculated as the
polynomial:
] = Qy + alKQ + azKQZ

J is defined as common practice py V,/nD, V, being the advance velocity = Vg(1 — w), with

Vs andw being respectively the ship’s speed and the medsefifective wake fraction. Thence, the
thrust coefficient is calculated:
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KT,Q = bO + bl] + b2]2
With Kr g =#. Note that the thrust coefficient is obtained frdfp and not from direct
calculation. From which the load factor and thalto¢sistance are calculated respectively:
A

Ry = (1 — t)Kypn?D*

T

With t being the thrust deduction fraction. As the metlagdumes constant ship speed (or speed
identity) the load factor increase caused\®ycan be calculated as:

AR
At =1—
T
With At = t — 154, T;4 being the load factor corrected to reference dmrdi and from which:
_ —b; £ \/b12 —4(by — 1i9) by
Jia =
2b,

s = Vs(l - W)Q
Ld JiaD

Ky,ia is then reversely calculated and the correcteigeteld power per shaft is finally expressed as:
Pig = 21N Qiq
A few notes on the above:

1. Provided that the shaft's stern tube is maintaiskealft losses are considered constant over
time and thus are by necessity included in thaivel@omparison here under discussion;

2. The corrected power finally derived includes togethull and propeller fouling. Further dis-
cussion will be sustained in the next chapter.

3. The effective wake fraction is considered conshativeen measured and a calm water situa-
tion under the condition of small ship motionsftdend manoeuvring.

To keep within the domain of applicability of theoementioned corrections, a range of filters are
applied keeping into account recommendations fartigels conditions given bif TC (2012)

1. Trim and displacement should be within 1% and 2%exdince from the reference values.
This is particularly true for bulbous bow ships wh¢he emergence of the bulb may result in
a larger difference than expected. In the cas€hef Princess Royathe trim and displace-
ment varies but slightly during her normal openatio

2. To avoid the application of shallow water corregtipa minimum water depth below the keel
of 20 m is assumed according to ITTC suggestion;

3. Because of the unique motion response that thel@8/to waves, experience taught that a
maximum wave height of 0.55 m is allowable, that/él below the ITTC restrictive ranges.

4. Wind limitations are restricted by the above cadoditroughly corresponding to Beaufort 3
for even a partially developed sea state.

The advantage of using a proprietary research véesgartly that of being able to dispose of it at

leisure or almost. This is permitting a considezabinount of parameters to be checked and kept
under control during the development of the systerough dedicated sea trials that took place
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periodically. Many filtering parameters are in swely applieda priori through the choice of time,
location and course of the trials.

Fig.7 show the results of the calibration trialgriea out in June 2015 with measured averageseglott
against the normalized values. It should be ndbtetl dnly wind correction had here to be applied,
being a calm sea day with all the other conditibaging satisfied. Yet, because of the large frontal
area exposed to wind, corrections can be signifidéig.8 shows instead the operating range of the
propeller as visualized on the propeller Open Waiagram.
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Fig.8: Operating point of the Princess Royal prigpelduring trials

Due to unfortunate circumstances, uncommonly haesdither of 2016 winter/spring season first and
a drastic change in trim and displacement rendehn slata unsuited for biofouling assessment with
subsequent trials, whose new reference is yet teebeThis new challenge is doing nothing but
rendering the analysis more inherent with real dapplication, where by necessityforce majeur
the operating conditions change and new refereaterdust be acquired.

6. Analysis method

Depending on the information sought and provideat the normalization procedure is sufficiently
correct, the Delivered Powe, ;; calculated above can be used in various waysaaige valuable
information about its usage. Generally, two of theay be identified as the main ones, the firstdpein
related to the mapping of the actual, “instantasépower usage, the second to track its change over
a long-term period. Clearly, whilst the earlier nimeyof limited interest to the ship operator, el
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can be used to assess the eventual periodicitpwfommental effects and, among them, to track the
impact that fouling build-up has. This may be siynfbne by tracking the timely change of:

Ap. . = [pid () = Ppia(ref)
D Ppia(ref)

Where the normalised powep ;4(t) is at ship life-timet and Py, ;4(ref) at the reference time, e.g.
just after a dry-docking.

However, as power analysis can be at times spyribescalculated propeller wake fraction can be
used alongside to provide further insight. Wakeaaatbrs are in use to monitor the hull’s condition
since as far as 1926, wh@&elfer (1926)devised his service performance method. A shigikenis
generally a “mild” function of ship speed, with ¢hineaning that small changes occur for increasing
speeds. At the same time, a change of the inflowidvoffset the function keeping the trend similar,
being it for different ship loading, motions or cdgas in the boundary layer caused by hull fouling.
Fig.9 shows how the measured wake fraction is |adivan towing tank test data because of the full-
scale heavy loaded condition against the light éoadf the self-propulsion test and the difficulty t
scale the wake due to its Reynolds number deperdenc
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Fig.9: Measured wake fraction from reference spdalt$

If the conditions described in Section 5 are meg oould be tempted to assume that a change in
wake is directly related to hull fouling. Neverteg$, the wake is calculated based on the propeller
OW curves and the measured torqlig(see Section 5), which is regarded as the onlypeiler
parameter affected by propeller foulingpsaad (1986) it increases with increased fouling. The
wake thus calculated is therefore an apparent teffeevake comprising both hull and propeller
fouling. Although this combined effect is of thanatst interest to the ship operator, distinguishing
hull and propeller fouling can be useful notwitmsteng its great challenges. The measured wake can
be thus considered as:

Wapp = We + Aw

w; is the true effective wake arlv the increment due to propeller fouling. In casepnopeller
thrust is measuredw is by necessity estimated by means of propellantions and semi-empirical
formulas. When propeller thrust is measured, ththatehere introduced may be used to evaluate the
fouling state of the propeller.

Assuming a fouled propeller, an increase in tonguexpected, i.e. an offset in tiig curve of the
OW diagram. Therefore, an apparent advance casftics calculated as:

]app = Qy + alKQ + azKQZ
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As thrust is affected but negligibly by foulingetielative advance coefficient can be assumed very
close to the true working point of the propellenus,

Je = co + ¢1Kp + ¢, KF
Since the ship and propeller speed are constants,

Jt = Japp _ AQ-w),—(1- W)app

Aw =
v It (1-w),

The largerAw, the more the propeller alone is fouled. Howebegause thrust measurement is not
completely reliable, caution needs to be used and fecommended that observations are made
before attempting to draw conclusionsw here calculated from a sea trial (13.6.2015)ThE
Princess Royails quite scattered, Fig.10, and no conclusion seebe acceptable. Thrust here is the
likely culprit and a certain trend can be spotthdt tmay well be due to the parasitic axial load
induced by the torsional strain and not capturedii@tely by the simple linear correction applied in
post-processing. When compared to another triatlected few days earlier (7.6.2018) closely
matches, inducing the consideration that the @ganherent in the measurement system. Because
both sea trials took place soon after dry-dockihgs can be set as the Reference Performance and
hence the obtainetlv can be considered the baseline function irresgecfi its values.

08%

07% ¥ B
x X
06% = o a
05% xB = .
2 04%
< 0 07-giu
03% o _
02% B H ¥ 13-giu
01% o*
¥
00%
0 5 10 15 20

Ship Speed [kn]
Fig.10:Aw plotted for two different sea trials against stiged
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When assessed over a longer tefiw, and Aw, = T tren are clearly a more stable way of
t

evaluating and telling apart the fouling state off and propeller and more confident conclusion can
be drawn. Hopefully, future field measurements alibw this to be better proved.

7. Conclusions

A deterministic approach to Ship Performance Maitigp has been here introduced as being
developed on-board Newcastle University’s Resedessel.

« The state-of-the-art equipment and the possibititicomplete dedicated sea trials allow a
clearer perspective on the implementation of threections and better understanding of the
needed filtering criteria.

» Areference database is a corner stone in thefusé@eterministic approach and this can be at
times a challenge particularly when hull and prigretharacteristics are not readily available.
Quicker and cheaper methods to evaluate the shppnse are also sought and future work
will explore the possibility of different applicatis.

* A deterministic normalization has been used antisi@ for Service Performance Monitoring
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applications. Simple power and wake analysis ppiasi are employed that give a more
detailed perspective on hull and propeller foulstgte. Uncertainty Analysis is needed to
assess the limits of applicability and accuracyhef method, which is object of the future
work.

« The greatest advantage of Service Performance btorgtover conventional Speed Trials is
that whilst the latter’s aim is to derive absoltdeults matching with the predicted values, the
earlier looks rather at a relative comparison betwa reference baseline and an actual
measurement. This in turn allows, with the big dataare entrusted nowadays, to generate
multiple reference baselines, drastically redudimg need for heavy filtering or corrections
for big differences in ship loading condition.
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Verification of the Effectiveness of Energy Saving Devices

Jan Wienke, DNV GL, Hamburg/Germanyan.wienke @dnvgl.com
Abstract

This paper gives four examples for the verification of the effectiveness of energy saving devices. In
each case the power saving is predicted by model tests. Sometimes, these model tests are already
regarded as verification of the gains. Nevertheless, usually sea trials are performed to investigate the
prognosis in full-scale. For the given examples the author has performed the measurements during
the SP trials. Analysis of the sea trial results and comparison with the model test results are
presented.

1. Introduction

There are three different ways to verify the effemiess of energy saving devices: Model tests,
S/P trials prior and after installation of the EmeBaving Device (ESD) and performance monitoring
for a specific period prior and after conversion.

The application of model tests provides result®rpthe decision to install the ESD. Besides, the
comparison of configurations with and without ESih @asily be realized and different drafts can be
investigated. Model tests are convenient to opgntiie configuration of the ESD.

The performance of S/P trials delivers the mostugte and reliable results when the trials are
performed in accordance with relevant standards fandjood weather conditions. All measured
values have to be taken by a controlled measuriygles including measurements of the
environmental conditions. In this way correctioasthe environmental conditions can be determined;
the S/P curve for ideal conditions can be deterchaned compared for the prior and after installation
performance.

The S/P trials prior and after conversion providsuits immediately after installation of the ESD.
That might be relevant if the decision for a whaleries of sister vessels is required. Partly,
manufacturer of ESDs offer to install the first @evfor free if the installation on a series offshis
contracted for the case of a successful proof@pthwer savings for the first installation.

With a performance monitoring system on board ttiecBveness of the ESD can be checked by
continuous recording of data during service of #essel; but the investigated intervals have to
contain a sufficient duration to show the effectled ESD and to average other effects as for exampl
hull fouling or seasonal ship operation conditiofise duration of each interval should be one year,
meaning that operational data of the year priotallsion and the year after installation have & b
analyzed. Hence, results are available not unély®ar has passed after installation of the ESD.

2. First example: Product tanker with duct

The particulars of the ship are given in Table is la product tanker of 50,000 DWT with a relalyve
small main engine. Model tests for the ship werdogpmed with and without duct in front of the
propeller for a speed range between 11 knots arlchds. The tests were performed for design and
scantling draft. A constant form factor was appked the correlation allowance was the same for all
tests. For the wake a small additional componerd imroduced for the tests with the duct to
compensate for the thinner boundary layer of thet.dlhe model tests showed gains in power of
around 4% when the duct was installed. Fig.1 gihesS/P curves for both drafts for the tests with
duct.
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Table I: Ship’s characteristics

Type 50,000 DWT Class Product/Chemical Tanker
Length / Breadth 174 m/32.2m

MCR 8200 kW @ 99 rpm

Propeller FPP / 4 blades / diameter 6.6 m

Design draft

Draft fwd/aft

11.0m/11.0m

Displacement

48748 m3

Block coefficient

0.773

Scantling draft

Draft fwd/aft

13.0m/13.0m

Displacement

58752 m3

Block coefficient

0.789
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Fig.1: Model test results

Sea trials were performed before delivery of thesmélding. With regard to contract the S/P tests

were carried out in design draft. The weather dootd as given in Table Il were good. The wind

speed was measured continuously during each spaethd the wave height was measured prior the
first speed run with a wave budgfenke (2016).

Table Il: Sea trial conditions

Weather conditions

Wind force 4 Bft from 100°

Sea state wind waves neglectable, swell of 1 m to 295°
Water temperature 17°C

Water density 1025 kg/m3

Air temperature 26.5°C

Air pressure 1010 hPa

Hull conditions

Draft fwd/aft

11.0m/11.0m

Displacement

50008 t

Water depth

> 500 m

110
X Measured data 105 +— Propeller curve I MCR
8000 x Corrected data (ISO 15016) 100 — Torque speed limit »
Model curve de.slgn draft 95 |— ——7.60% light running margin
7000 Model curve shifted < 00 H ——8.00 % light running margin )(
- = X Measured values /
T 9 g5 —
2 6000 H % Corrected values b
= -9
a g 80 /
5000 £ 75 P& NCR 1
=
w
4000 0
65 %
3000 /x
13 14 15 16 17 60
80 85 90 95 100 105 110
V [kn] Engine speed [%]

Fig.2: Sea trial results
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The results of the S/P test are shown in Fig.2.tRerruns against wind and waves the measured
values are above the model curve (more power redjifor the runs with the reciprocal heading the

dots are below. After correction of the measurddeasthe resulting values of the single runs are in
good agreement with the model curve shifted by KM®% meaning that the sea trial results are little

better than the model test prediction. The expectstwere fulfilled so the duct seems to work as

expected. The propeller light running margin wasa&%ording to the sea trial results.

3. Second example: VL CC with duct
Model tests are always performed for different trafiormally for ballast, design and scantling traf
Sea trials are most often carried out only fordsdlidraft and the model test results are applied to

transfer the sea trial results to the other drafts.

Sometimes, especially for tankers, there is theodppity to perform the S/P trials for two diffeten
drafts. The ship of this example is a very largeleroil carrier with characteristics given in Tallle

Table 3: Ship’s characteristics

Type

300,000 DWT Class Crude Oil Carrier

Length / Breadth

322m/60m

MCR

24020 kW @ 65.7 rpm

Propeller

FPP / 4 blades / diameter 10.6 m

Ballast draft

Draft fwd/aft

74m/11.0m

Displacement

128090 m3

Block coefficient

0.719

Design draft

Draft fwd/aft

20.5m/20.5m

Displacement

314505 m3

Block coefficient

0.794

Scantling draft

Draft fwd/aft

21.6m/21.6m

Displacement

333410 m3

Block coefficient

0.799

The model tests were performed for three differdrafts with a duct in front of the propeller.
Different form factors were applied for each drate full-scale prognosis based on the model tests
in accordance with ITTC 1978, but for the testdwtfite duct a modification of the wake was included
based on the assumption that the difference in \adtlee installation of the duct is the same in ntode
and in full-scale (ITTC 1999 method). The resuftthe model tests with duct are shown in Fig.3.
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Fig.3: Model test results

The environmental conditions during the sea trath scantling draft were fair, for ballast drafiet
conditions were good, see Table IV. Both S/P tnedse carried out in water depths little above the
limit to consider a shallow water correction. Aosty impact on the measured values is due to the
current in the sea trials area. During the testsaamtling draft the absolute variation in curremas
around 2 kn and for the tests on ballast draftas W.8 kn due to the tidal current. The periodhef t
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current is ~12 h; each single run took 2 hourstdude large mass of the ship and the requirements
on the approach to get stable conditions duringsiheed runs. Each S/P trials took 16 h in total,
meaning more than one period of the tidal current.

Table IV: Sea trial conditions

Speed test 15 trials 2" trials
Condition Scantling draft Ballast draft
Weather conditions

Wind force 4 Bft from 90° 4 Bft from 50°
Sea state 1.3 m to 200° 0.7 m to 200°
Water temperature 24.9°C 24.5°C

Water density 1022 kg/m3 1022 kg/m3
Air temperature 23°C 23°C

Air pressure 1007 hPa 1011 hPa

Hull conditions

Draft fwd/aft 21.6m/21.6m 7.45m/11.05m
Displacement 341682 t 131622 t
Water depth 110 m 82 m

The measured values show a large scatter due wuthent. After correction the model curve can be
fitted to all points with good agreement. The atient of the model curve to the corrected data is
done by vertical shifting of the model curve. Ihdze seen in Fig.4 that for scantling draft the ehod
curve has to be shifted by more than 3000 kW, nmeathat the result is distinctly worse than the
model prognosis. For ballast draft the differeneéween sea trials and model curve is less. The

difference is ~1000 kW.

X Measured data
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*
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Fig.4: Sea trial results for scantling and baltisift

In this case the sea trials showed that the madeinosis was too optimistic and in particular tne
performance for scantling draft was distinctly astimated. The different agreement for the differen
drafts indicates that the conversion from modédutiescale is not fully reliable here.

The light running margin of the propeller was stigtdifferent for the two drafts. For scantling tira
light running margin of 2.9% was determined fror® 8fals data; the corresponding value for ballast

draft is 4.2%, Fig.5.
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Fig.5: Sea trial results for scantling and balthsift
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4. Third example: Suezmax with duct

For retrofits with ducts in front of the propellitre power gain is a matter of particular interestan
economic evaluation of the conversion. In this epi@ntests were performed without duct (prior
conversion) and with duct (after conversion) teedeine the gain by the difference of the resultee T
ship of this example is a Suezmax tanker with atargstics given in Table V.

Table V: Ship’s characteristics

Type 158,000 DWT Class Suezmax Tanker
Length / Breadth 264 m /48 m

MCR 18660 kW @ 91 rpm

Propeller FPP / 4 blades / diameter 8.35 m
Ballast draft

Draft fwd/aft 7.65m/8.70 m

Displacement 79063 m3

Block coefficient 0.773

Model tests were performed for ballast and desigaftdn a speed range between 13 knots and
18 knots. Resistance and self-propulsion tests wamed out for both arrangements, namely without
and with duct in front of the propeller. The modes$t results were extrapolated to full-scale in
accordance with ITTC 1957 method, no form factoisvepplied. The model test results showed
power savings of 5% for the design draft and ev#nil the ballast draft condition, Fig.6. At the
same time a slight reduction of the propeller lightning margin was predicted.
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Fig.6: Model test results for ballast draft

Sea trials were performed two times, once prior ifireadion and immediately after the yard stay.
To avoid impact of different hull roughness on tiesults, the S/P trials prior modification were
carried out after hull cleaning and painting. Thisans that the vessel went into the dock, standard
maintenance work was carried out, the vesselheftdiock for S/P trials, went back to dock again to
install the duct and finally the vessel left thed/and the second S/P trials were performed. The
environmental conditions for both S/P trials weeeywgood and comparable (see Table VI). The tidal
current during the sea trials changed by 0.6 kn(a8dkn, respectively.

Table VI: Sea trial conditions

Speed test 1°¢ trials 2" trials
Condition w/o duct with duct
Weather conditions

Wind force 2-3 Bft from 0°, turning to 120° 3 Bft from 150°
Sea state 0.5 m to 180° 0.5 m to 295°
Water temperature 32°C 29°C

Water density 1026 kg/m3 1026 kg/m3
Air temperature 30.5°C 28.7°C

Air pressure 1008.5 hPa 1011.1 hPa
Hull conditions

Draft fwd/aft 64m/9.1m 6.4m/9.1m
Displacement 75991 t 75857 t
Water depth 70 m 70 m
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The sea trials were performed in the same areandthdballast draft. The results showed a worse
performance than predicted by the model testsbbthr S/P trials the corresponding model curve was

fitted to the sea trial results with a shift aldhg vertical axis by around 100 kW, Fig.7.
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Fig.7: Sea trial results for ballast draft withautd with duct

The direct comparison of both S/P trials illustsatihat the shape of the model curve for the
arrangement with duct is not in good agreement with slope of the curve through the sea trial
results, Fig.8 (left). Therefore a spline curve Vitied to the results of each S/P trials, Fig&ftjl

Both curves showed an amazing agreement, mearahghih S/P trials indicate that there is no power

saving after installation of the duct in this case.
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Fig.8: Comparison of sea trial results for baltdsift without and with duct

At the same time the sea trials confirmed the @rfte on the propeller light running margin.
A reduction of the light running margin from 3%2& was determined from the S/P trials, Fig.9.
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Fig.9: Sea trial results for scantling and balthsift

A detailed error estimation was performed for thsuits of the S/P trials. The inaccuracy related to
the measurement equipment was only +0.2% sincedirgical devices were used for both trials.
With regard to the environmental conditions an ausacy of +0.8% was identified. The very good
wind and wave conditions have only minor impacg itmccuracy is mainly due to the current curve.
In total, an accuracy of +0.8% was determined Far power savings including measurement and



evaluation errors. It was proven for this indiviloase that the power savings were distinctly lower
than predicted by model tests or even absent.

5. Fourth example: VLCC with PBCF

The last example refers to the same series of glsiise second example, Table Ill. In additiorht t
duct in front of the propeller a propeller boss @iapvas installed on one of the sister vessel$oige
model tests were carried out to estimate the payeem of this measure. The model tests were
performed for scantling draft only. The evaluateord extrapolation to full-scale are in accordarmce t
ITTC 1999 method. The model tests predict a powaeing of 1.2%, Fig.10.
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Fig.10: Model test results for scantling draft

S/P trials were performed for the vessel with thappller boss cap fin and the results were compared
to the sea trial results of two sister vessels. @ingronmental conditions for all sea trials astdd in
Table VII. The maximum wind speed was 4 Bft and theximum wave height was 1.0 m for the

three different sea trials.

Table VII: Sea trial conditions

Speed test 1°¢ ship 2" ship 3" ship
Condition Scantling draft Scantling draft Scantling draft
Weather conditions
Wind force 3 - 4 Bft from 340° 1-3 Bft from 160° 2 - 4 Bft from 260°
Sea state 0.7 m to 160° 1.0 m to 340° 1.0 m to 150°
Water temperature 16.5°C 9°C 15.7°C
Water density 1025.5 kg/m3 1022 kg/m3 1025 kg/m3
Air temperature 10.6°C 15.2°C 12°C
Air pressure 1024 hPa 1020 hPa 1015 hPa
Hull conditions
Displacement 342568 t 342103 t 342414 t
Water depth 102 m 105 m 104 m
26000 110
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Fig.11: Sea trial results for 3 sister vesselcanding draft

The S/P curves of the three sister vessels areinpethlin Fig.11. In this presentation no difference
between the vessels without and with propeller aegs fin appears. Due to the fluctuation of
performance results within a series of sister uegbe verification of a small power saving of 1.2%
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was not expectable for this comparis@vienke and Lampe (2016) presented a series of sister vessels
with a standard deviation of 3.7% for the determipewer which will mask small power savings due
to modifications.

A power saving of 1.2% can hardly be verified bg sdals. With tests prior and after installation i
the same way as described for example 3 the \atitic of such a small difference is only possible
for good and comparable environmental conditions.

6. Conclusions

The presented examples show partly distinct diffees between the results from model tests and sea
trials. The accuracy of the model test prognosieamly dependent on the extrapolation method from
model to full-scale. Besides, different methodsagplied to describe the wake.

The accuracy of S/P trials depends strongly omnwtbather conditions during the tests. A subjective
observation and measurement of the environmentadittons is required for reliable test results.
With an accurate procedure and good and compagableonmental conditions an accuracy of +0.8%
can be achieved for the S/P trials.

For retrofits it is important to separate betwelka impact of reduced hull roughness due to hull
cleaning and painting and the effect of the ESD.idterruption of the docking time for S/P trials

prior the installation of the ESD might be a sautifor this requirement; for sure a costly and
time-consuming but very accurate one.
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A Study on the Principle and Energy Saving Effect of Multi ALV-Fin

Tomofumi Inoue, Japan Marine United Co., Tokyo/Japgoue-tomofumi@jmuc.co.jp
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Abstract

Development of Energy Saving Device (ESD) is one¢hef most important missions for ship
hydrodynamics engineer. Japan Marine United Co.YJMas developed Multi ALV-Fin (MALV-Fin)
that is the new fin type of ESD having differemicapt and arrangement from existing fin type of
ESDs. This paper describes the working principlé tire energy saving effect of MALV-Fin based on
CFD and model test. MALV-Fin contributes to theusttbn of the axial velocity on the propeller
plane and improves the hull efficiency, thereby alestrating up to around 3% more energy saving
effect by being incorporated with our ESDs syst®uper Stream Duct and SURF-BULB.

1. Introduction

According to the worldwide demand for environmenpabtection inspired by global warming,
development of eco-friendly vessels which applinchdvanced technologies of hull form, propeller,
rudder and Energy Saving Device (ESD), is one & thost important missions for ship
hydrodynamics engineer. Among these technologi®b, & highly cost-effective alternatives.

Japan Marine United Co. (JMU) has conducted theares and development of various types of
ESDs for a long time. Among them, Super Stream P&8D), LV-Fin (LV) and SURF-BULB (SB)
greatly contribute to the fuel economy of the emgstvessel. IMU has also been working on the
optimization of these existing ESDs. As a next staporder to enhance the ship hydrodynamics
performance furthermore, it is indispensable toiskethe new type of ESD having different concept
from existing ESDs.

To meet this requirement, JIMU developed a new E&Iwcontrol the flow field at the far upstream
of the propeller and reduce the velocity on theppher plane, resulting in a wake gain. This nepety
ESD, Multi ALV-Fin (MALV-Fin) consists of multi hdeontal fins mounted above the bilge part
right after side flat of the stern hull.

MALV-Fin is expected to have the synergistic effegtbeing incorporated with SSD and SB, thereby
demonstrating up to around 3% more energy savifegtefThis paper presents the working principle
and the energy saving effect of MALV-Fin based ¢tDGnd model test results.

2. Review of Existing Fin Type of ESDs

JMU has already developed pre-swirl and post-swyige ESD, SSD, LV and SB, Fig.la, b,
Yamamori et al. (2001), Masuko et al. (1998), Stiiet al. (2007) together with the high efficient
contra-rotating propeller (CRP). Further, advaniceldl shapes such as Ax-Bow, LEADGE-Bow and
Low wind resistance accommodation are developegtdace the sea margin under actual voyage,
Hirota et al. (2005), Matsumoto et al. (2005)

SSD and LV, which is positioned in front of proe|lstraightens complex stern flow caused by bilge
vortices. SB, which is positioned behind propellecovers propeller rotational energy and reduce
hub vortex between rudder and propeller. As a auesece, the above existing JMU’s ESD has a
future to recover the loss of energy that existsiad propeller.

Focusing on stern fins type ESD mounted far fromppHer, Gougoulidis and Vasileiadis (2015),

Hollenbach and Reinholz (201&ummarized their configurations. In this literatuitels introduced
that STF,Fig.1c, and SAVER-Fin, Fig.lcke et al. (2015)weaken bilge vortices to promote surface
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pressure recovery. Vortex Generators, FigHa|enbach and Reinholz (201agcelerate the inflow
to the propeller, resulting in reducing pressursgand vibration.

These existing fins, mounted around a bilge paar ke bottom, mainly contribute to reduce the
viscous resistance or the hull vibration, wheread M-Fin improves self-propulsive factor, e.g., hull
efficiency by reducing the velocity on the propefiane.

SURF-BULB SSD

(c): STF (d): SAVER-Fin
http://www.sanoyas.co.jp/shipbuilding/news/2006/D.A8mI

(e): Vortex (&eator
Fig.1: Existing fin types of ESDs
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3. Configuration of Objective Vessel and MALV-Fin

300,000DWT oil tanker is selected as an objectegsel in this study. Fig.2 shows the geometry of
the hull and MALV-Fin which consists of two horizahfins here. Those fins are fixed above bilge
part right after side flat of the stern hull faotin propeller.

Length b.p. (m)
Breadth (m)
Draught (m)

Fig.2: Configuration of objective vessel and MALVRF
4. CFD Setting and Validation
4.1. Mesh and Solver

Fig.3 shows the computational mesh prepared far ¢hidy. It has about 10 million unstructured,
hexahedral meshes in a half side. Some parts df aresrefined locally. The smallest spacing normal
to the wall is set so that the non-dimensional aiisc length, Y, is around 1. RANS steady
computation using FLUENT v17.0 is applied. The tlemce model is Reynolds Stress Model since
this model is superior to the others for the prigalicof wake distribution including bilge vortices,
ITTC (2011) The free surface, dynamic trim and sinkage of th# was not taken into account,
assuming that the influence of free surface isigiudg.

Fig.3: Computational mes

4.2 . Validation

In order to validate the reliability of the presenmputational model, the axial velocity distrilmutj
that is, wake distribution on the propeller plaoe lhare hull is compared between model test and
CFD beforehand as shown in Fig.4. Overall, thegresd computational model estimates the wake
distribution accurately including the hook charast&es caused by bilge vortices.
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Fig.4: Axial velocity distribution on propeller pia (left: model test, right: CFD)
5. Working Principle and Energy Saving Effect of MALV-Fin
5.1. Influence on Flow Field by MALV-Fin Based on CFD Analysis

MALV-Fin contributes to the reduction of the axialocity on the propeller plane, resulting in the
around 4% of nominal wake gain based on CFD sinmnafTable I. Fig.5 compares axial velocity
distribution at the propeller plane: On the Idf txial velocity distribution with contour line btack
represents for w/o-fins, and that in red is forhafins; on the right, the difference of the axialacity
obtained as with-fins minus w/o-fins. The fins reduthe axial velocity on the propeller plane,
whereas the axial velocity near the water surfacagctelerated. A streamline plot, Fig.6, shows that
MALV-Fin gathers more extensive flow field in thécinity of the hull surface into the propeller
plane along the streamlines. Consequently, MALV-Eontributes to the reduction of the axial
velocity on the propeller plane, resulting in thake gain.

Table I: Average axial velocities on propeller gaand nominal wake gain
w/o Fin (bare) | with 1°* Fin | with 2" Fin | with both Fin

Average Axial Velocity
(normalized by w/o Fin) 1.000 0.983 0.982 0.961
Nominal Wake Gain (%) base 1.7% 1.8% 3.9%
Looking from aft Looking from aft
BT Hull I o |Hull
wVs: 020304050607080.9 1 M dufVs: -01 008 -006 004 -002 0 002 004 006 008 0.1 Z

Fig.5: Comparison of axial velocity distribution@bpeller plane
(left - black: w/o-fins, redith-fins, right - difference of axial velocity
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To obtain the wake gain, it is extremely importamset MALV-Fin in the area of high incident flow
angle. Fig.7 shows the flow angle contour and tlall streamlines on the hull surface. MALV-Fin
works to change the flow direction by being fitiedhe area of high incident flow angle. This effec

can be enhanced by increasing number of fin frarglsito pair.

Fig.6: Streamlines analysis led into propeller pléeft: /o-flns, right: with-fins)

Flow Angle{deg.):

]

8-6-4-2024 6 8

Flow Angle{deg.):

-8-6-4-202468

2" Fin

BN | |

-8-64-202 468

' Flow angle
: Flow Angle{deg.):

Fig.7: Flow angle contour and Streamlines on tHesuniface
(upper: w/o-fin, middle: with-1fin, lower: with-I* &2" fins)
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5.2. Model Test Results

The required powerRan be estimated by Eq.(1). The factors exgepan be obtained from model

tests.

R -V,

J _t s

Nt Nn MR " Mo
R;:Total Resistance
Ve: Ship Speed
N Transmission Ef ficiency
Np: Hull Ef ficiency
Ngr: Relative Rotative Ef ficiency
n,: Propeller Open Water Ef ficiency

€y

To quantify the effect of MALV-Fin in relation toaeh factor, their differenced relative to the
variable of the basis are calculated by Eq.(2)aedsummarized in Fig.8.

Ae [with Fin] — [basis] @

[basis]

From Fig.8, some notices are as follows:

MALV-Fin effect without existing ESDs (bare hull)

MALV-Fin itself demonstrates around 1% more eneggaving effect. The fins mainly
improve hull efficiencyny defined by the ratio of thrust deduction coeffitiel-t, and
effective wake coefficient, 1-was follows.

1-t

=1—wm

un 3)

In general, 1-w decreases when the velocity on the propeller ptleceeases. As mentioned
in section 5.1, MALV-Fin contributes to the wakeirgaresulting in improvement iny. N,
just responds to the variation of propeller loadoapsed by the change gf and hull
resistance.

MALV-Fin effect with existing ESDs

Most remarkably, MALV-Fin enhances the propulsiefprmance when being incorporated
with SSD and SB compared to that in case only MAEIW-exists. This synergistic effect is
around 2%. Since MALV-Fin is located far ahead 80Sand SB, it can be assumed that the
performance of the existing ESDs is improved. Assult, we obtained up to around 3%
more energy saving effect by fitting MALV-Fin toglobjective vessel with SSD and SB. As
for the synergistic effect, one possibility is tMBLV-Fin increases the attack angle of the
inflow to SSD, which is strongly related to thei@#ncy of the ductinukai et al. (201}, due

to the reduction of the axial velocity. Fig.9 comgmthe attack angle of the inflow to the
upper part of SSD between w/o and with MALV-Find&@®n CFD simulation under the self-
propulsion condition. The attack angle of SSD iréased qualitatively by the presence of
MALV-Fin which could lead the increase of thrustiftgce generated by SSD. However, it is
necessary to measure the force acting on SSD dsé&ligoropulsion test for more detailed
gquantitative evaluation in the future research.
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MALV-Fin Effect in Relaion to Each Factor (Model Test)
5.0%
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>
m Bare vs MALV-Fin 2
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Q
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2.0% D
()
e
P
w
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AResistance AnR AnH ESD effect
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Fig.8: MALV-Fin effect in relation to each factor.

Attack Angle of inflow to upper part of SSD
based on CFD for bare hull under self-propulsion condition
25.0
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—Bare Hull —MALV-Fin

Fig.9: Attack angle of inflow to upper part of S&Dm CFD simulation

Finally, model test results with ALV single fin moted and MALV-Fin for various kinds of vessels
are summarized in Fig.10. Overviewing this resilty and MALV-Fin has demonstrated the energy
saving effect from 1 to 3% by being incorporatinghwhe existing ESDs. In the case of hull L, M
and N where both ALV and MALV-Fin were applied,ist show that the energy saving effect is
enhanced by increasing number of fin from singledo in every case. Further, series model test for
hull N indicates that more synergistic effect idagiable when MALV-Fin with triple fin
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configuration is applied. JMU will continue the dyuto improve the performance of MALV-Fin
furthermore in the future.

Energy Saving Effect of ALV-Fin and MALV-Fin (Model Test)

5.0%

- 0
- / H .
:ZZW HH | 1111

Hull A B C D E F G H | J M N N N

Type PCC Cont. Gas Gas BC BC T T T T T BC BC T T T T T
Basis(*1) { Lv Lv SSD SSD  SSD  SSD  SSD  SSD  SSD  SSD  SSD  SSD  SSD  SSD  SSD  SSD = SSD  SSD
asis

SB SB SB SB SB SB SB SB SB SB SB SB SB SB SB SB SB SB

t *
Number of Fin(*2) 1 1 1 1 1 1 1 1 1 1 1 1 2 1 2 1 2 3

L Y J L Y )
Same Hull Same Hull Same Hull
(Objective Vessel)

(*1) LV : LV-Fin, SSD : Super Stream Duct, SB : SURF-BULB
(*2) 1=ALV-Fin, 2~3=MALV-Fin

Fig.10: All the model tests for ALV and MALV-Fin
6. Conclusion

This paper presents the working principle and tiergy saving effect of the new device, Multi ALV-
Fin (MALV-Fin), by means of CFD and model test. Cluaed remarks are summarized as follows.

(1) MALV-Fin consists of multi horizontal fins mountedbove the bilge part right after side flat
of the stern hull. This device contributes to teduction of the axial velocity on the propeller
plane, resulting in improvement of hull efficiency.

(2) MALV-Fin has the synergistic effect against thestivig ESDs. MALV-Fin works to in-
crease the attack angle of the inflow to SuperagtrBuct (SSD) which would improve the
efficiency of SSD more.

(3) MALV-Fin has the different concept and arrangemertontrast to the existing fin type
ESDs. Around 3% more energy saving effect is adtalim by fitting MALV-Fin to the objec-
tive vessel with SSD and SURF-BULB. On the otherchaMALV-Fin demonstrated around
1% energy saving effect by itself.

MALV-Fin, which is a patent-pending technology, heeeady applied to number of actual vessels.
As a future work, we plan to extend more detailezbarch on the mechanism of the synergistic effect
for the further improvement of this new energy sguievice.

(*)ALV-Fin, SSD, Super Stream Duct, SURF-BULB, Axo® and LEADGE-Bow are registered
trademarks of Japan Marine United Co..
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The Art of Scarcity:
Combining High-Frequency Data with Noon Reportsin Ship Modeling
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Abstract

Traditional high-fidelity data acquisition technigs are typically expensive since they require
integration to the vessel's automation and bridgstams. Especially on small to moderately sized or
chartered vessels, the high cost makes such sadutiofeasible. We propose a new solution to the
data acquisition problem based on a portable batfgowered on-board sensor. The high-frequency
measurement data is combined with weather fore@agtanoon-reports containing efficiency related
guantities such as bunker fuel readings. The smiutvercomes problems, such as crew over-
reporting weather conditions and other inaccuracigsaracteristic to a traditional fully noon-report
reliant approach. This paper presents a proof-afieept study of the proposed technique. Analyses
and examples based on data collected by the EnBalutions and SkyLight platforms, respectively,
are presented.

1. Introduction

In traditional vessel performance modeling techagjwessel data is collected through interfacing an
on-board PC with the vessel automation and navigaystems, and custom sensors. Such integration
provides access to high-frequency measurementaridus quantities, like propulsion power, fuel
mass flow, and speed through water (STW), direafiplicable to vessel performance monitoring.
With the on-board computer, the data can be predassreal time and turned into intelligent money-
saving operational decisions.

Unfortunately, exhaustive on-board integration rexpiconsiderable financial investment from the
ship owner or charterer. Therefore, although swbiitisns enable fuel savings, they are not a féasib
option for a significant proportion of the industior example, on numerous cargo or tanker vessels
the fuel costs are not a liability of the ship owhecause the ships and crew are hired by a cearter
which may change from time to time. Hence, it mapgen that neither the ship owner nor the
charterer has the incentive to invest on an exgenautomation integration-based fuel savings
solution. As a consequence, there is need fortawigight device that tracks, for instance, shid fue
consumption and thus aids the charterer in, iaidating the vessel performance compared to the
values in the charter-party agreement; seeRefgmatulla and Smith (2015).

Without access to vessel automation system, maasuts of many quantities, such as speed through
water (STW), propeller revolution rate or fuel flopivotal to performance tracking are not directly
available. However, we claim that useful information the vessel efficiency can be indirectly
obtained. To this end, Eniram has developed a frarie where an artificial measurement of the
STW is formed by combining a GPS-based speed awemd (SOG) estimate with available ocean
current forecasts. Using the forecast-STW and otheteorological data together with a suitable
propulsion power model, instantaneous fuel flove re&in be estimated based on the daily total fuel
consumption readings reported by the créive main advantage of the indirect estimation tiapgin

is that it drastically reduces the cost of the genfance analysis instrument. Moreover, with a bigta
embedded system for data processing and a wirglassmitter, the proposed technique provides
marine vessels a robust interface to the interfighings. In particular, all actual data analysis
computations can be carried out on a cloud server.

Compared to the traditional high-fidelity technigueéhe proposed framework induces three main
challenges: (i) increased level of measurementr elue to noisy high-frequency data sources and
aggregating, (ii) systematic modeling error impl®dthe scarcity of measurable quantities, anyl (ii
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uncertainty caused by reliance on human input. Manecisely, although the GPS-based SOG
estimate is fairly accurate, the forecasts arenafi@ (they have low bias, but momentary errors can
be high). Since fuel flow is roughly proportionalthe cube of STW, any error in STW estimation is
magnified in fuel flow predictions. The resultinga is further boosted by the fact that the reqbrt
fuel consumption readings, with which the modetasibrated, are sums over lengthy time periods.
The systematic error arises from the fact thatllastiale propulsion model relies on quantities,hsuc
as propeller revolution rate and draft among othttiat are not available. Furthermore, the crew-fed
noon-reports often contain crude errors and ocnallipare completely lacking.

In this paper we present a general mathematicaklimgdframework that can be adapted to different
applications. The leading idea is to formulate adehtdetween the SOG, forecast data, and average
fuel flow. We also present a proof-of-concept nup@rstudy which deals with data collected by
Eniram Skylight platform on a single anonymous eesReference measurements are obtained from
the full Eniram platform also present on the saressel. The results indicate that the proposed
technique can yield speed-fuel models that coeelaéll with the high-fidelity reference data.
Moreover, the method gives a significantly moreusate view on the vessel’s performance compared
to an analysis that solely rely on the crew-regbeaggregates.

2. Hydr odynamic measurement model

In this section we describe a generic mathematicalel for predicting the required propulsion power
using the available measurement data, i.e., spheslgh water and external meteorological
conditions. Let us denote the velocity over grodnydUu:, and the water and air (wind) current

velocities byuya up respectively. We write the modefarm

vi=u+uy,

Pt :R(Vt,ur’,u?,O)vt (1)

V¢ is the velocity through water, and the bottom folanexpresses the time-dependent poPer
consumed by the ship when movingvat  in the presefthe current and wind speu;’,ui . The
power is given by the resistance coefficiait  rpligd by the STWU: |, that is, the magnitudeVf
Moreover, we have introduced an additional multielnsional resistance parameg@zr which depends
on the object geometry and the properties of megifius emphasize that in our applicatP’n  is not
directly observable whereas measuremenuy, uj, u;’ areesl available. In what follows, we
define an indirect fuel flow observation model degent on the total fuel flow. Subsequently, it is
possible to formulate an explicit optimization plexth applicable for estimating the drag parameters.

Remark: Conventionally speed is defined as the iadm of velocity. However, in the rest of the
paper, the terms are used interchangeably sinaggth®us meaning is always clear by the context.

2.1 Combining high-frequency data with low-frequency data

The fuel flow¢; needed for producing a pov/”;r  attimis modeled through

¢t = g(P, ) (2)

g is a mapping that characterizes the specific diledonsumptionfSFOC) as a function of the power
and an additional (time-independent) set of param«x . As stated above, without integration to
vessel automation system real-time monitoringppfs umfeasible. Instead, we assume that — via
communication with the crew — sums¢#f  over certaime periodsA7T of variable duration (e.g. a
day) can be obtained. Summing the fuel flow overttime period and using (1) and (2) yields a total
fuel flow formula

bar= [ o= [ gPiaydi= [ gRviur e ouiad @
AT AT AT
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The exact mathematical formulations of the depeciésndepend on the extent of the available
measurement data. In any case, the arising nurhprigalem is to estimate the parameict, 6 using
(3) given noisy observations of the involving veles and total fuel flows over a collection of
different time periods. Depending on the selectedeh the resulting (possibly non-linear) parameter
estimation problem can be tackled, e.g., with Bayegegression techniques; see e@elman
(2014) In addition, allowing the parameters to changénre would enable accounting for temporal
changes in hull performance, for instance. Theofalhg worked-out example presents a case where
the selected model yields a linear parameter estmaroblem.

2.2 Example: Explicit equationsin a smplified power model

This subsection illustrates what type of formulas proposed technique brings up in practice. We
consider a simple model where the resistance cusiti only depends on drags induced by air and
water. More precisely, we impose

v =u +uy,
P, =010} + 02]u? — uy vy cos vy, (4)
¢y = a1 P+ o

uf anduy’ are the air (wind) and water current velesitrespectively. MoreoveY:  denotes the angle
between the relative wiruf — u; and the ship heading. @arameterf;, 6> model the (unknown)
resistance scalars. Consequently, (3) reduce timtm

DA = a@l/ vtg dt + a92/ lu? — ut|2vt cos Yy dt + |AT | . (5)
AT AT

All the summands in (5) are available in the higdgliency input data. The scalar multipliers are
unknown and are to be estimated using measured ldagarticular, the SFOC and drag constants
aq,Qs,01,05 cannot be separately estimated. Sufficient amafntnoon-reports enables the
estimation of the weight parameters

f1=ai1b1, B2=a1bs, [z =a|AT]. (6)

Plugging the estimates of these parameters intgiéds a predictive model for instantaneous fuel

flow which is, in this case, proportional to thestentaneous power consumption with an unknown
proportionality constant. With suitable post-praieg, the estimated model can be turned into useful
diagnostics such as speed-fuel curves and fueluogptton tracking as shown by the numerical

examples given in Section 3.

2.3 Caveats and extensions

Since the forecast-STW estimates are noisy, one askyif noon-reported STW or propeller
revolution rates could also be of use in the predasethod. However, problems arise due to the fact
that (4) includes an average of the cube of STWhbtithe cube of the average. Interchanging these
quantities in general yields an error of of AT'| x o3 (v;) ati, the length of the interval times
the temporal variance of the observed STW. Hengeoring this non-symmetry can introduce
significant proportions of extra noise. Moreovegnununicating averages of powers of speeds
through noon-reporting has not been evaluated yett lseems impractical due to the induced extra
reliance on human input. Let us also stress thatpthwer model of (4) is obviously restricted. In
practice, the list of explanatory quantities iggkarthan merely the water and air induced drags. Fo
example, the effects of draft and ocean waves doalthnd are in practice) included in the analysis.
Careful elaborations of more complicated modeldedftdor future studies.
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3. Comparative numerical evaluation

In this section we present computational examptabe proposed technique based on measurement
data collected by Eniram products. The leading ideto attempt validating the noon-report-based
estimation by comparing it to available high-freqeye on-board measurements gathered by the full
Eniram platform. We proceed with three examples aahcerning a data collected about an
anonymous cargo vessel equipped with both Eniragligdk and the full platforms. In the first
example, we visualize the obtained forecast-STW, d&d comparison, the corresponding STW
obtained from the full platform. The second exanmesents the estimated instantaneous fuel flow
time-series and the last example illustrates estichspeed-fuel curves from the two sources.

Unfortunately, perfectly accurate high-fidelity futow data are not available in the present case.
However, both propulsion power and settling tamkasses time series are available through Eniram.
Based on these data, we estimate the specifictureumption profile of the vessel. The result enth
used to construct an estimate of the referenceflol data against which the proposed method is
evaluated. We emphasize that this study does mopiise an exhaustive validation of the method but
instead a proof-of-concept numerical investigation.

3.1. Speed through water from SOG and forecasts

In practice, the SOG can be directly obtained fl@PS tracker which has an inbuilt method for
speed estimation. As described in (1), the foreasW estimate is formed by adding the sea current
forecast to the SOG time series. All forecast daa obtained from the National Oceanic and
Atmospheric Administration (NOAA) weather servidgs the reference speed we take the virtual-
STW introduced inAntola (2017) The virtual-STW is calculated by blending datanir multiple
sources, and accordingAmtola (2017)it is systematically more reliable than the véssmeed log.

The obtained SOG, forecast-STW and virtual-STW raepped in Fig.1. We observe that, in the
presence of significant currents (e.g. between @={.0), the forecast-STW is more in accordance
with the virtual-STW than what the mere SOG is.tmother hand the increased uncertainty induced
by the forecasts is clearly visible on both chafise discrepancy between the two STW estimates
over a period of around two months (5 min sampliisgiiepicted on the right in Fig.1; the mean
magnitude of discrepancy is 0.35 knots.
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Fig.1: Left: SOG obtained via GPS (red), virtualV8Talculated using high-fidelity measurement
data from Eniram Platform (green), and SOG pluserurforecasts, i.e., the forecast-STW
(blue). Right: Discrepancy between the forecast-Sawil virtual-STW as a function of the
latter.
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3.2. Instantaneous fuel flow estimates

We proceed to applying (4) and (5) in estimatingiantaneous fuel flow using the forecast-STW and
meteorological data presented in 3.1. Actually, ti@del used in the fit is a generalization of (4)
taking also draft effects and ocean waves into @acdl o avoid unnecessary complexifications, we
leave further details for future studies. Valueshef time-independent weight paramewﬁl,ﬁz asin
(6) are estimated by Bayesian linear regressiamgusie whole data. However, it should be noted that
time-dependent generalizations can be straightiaiywamplemented using e.g. Kalman-filter with a
suitable evolution model highlighting the prior krledge on the nature of the fouling effects.

Fuel flow Data (5 min sampling) Fuel flow Data (5 min sampling)
160 250
Fusion of Noon-reports, Forecasts and SOG Fusion of Noon-reports, Forecasts and SOG
140 Scaled Power Measurements Scaled Power Measurements
— Noon-reported values 200 — Noon-reported values
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Fig. 2: Comparison of fuel flow histories of twaoffdrent durations. The curves comprise (black)
manually reported fuel mass flow daily averagesagemta) reference measurements from
Eniram Solutions Platform, and (green) estimatdsutated using the proposed technique.
The 95% confidence intervals are visualized inléfiesubfigure.

The results are mapped in Fig.2 including the esfee fuel flow as well as the daily average fuel
flows communicated by the crew. The reference filmlv is estimated using the high-fidelity
propulsion power and settling tanks’ mass measumgsrevailable through the full Eniram platform
on board. The 95% confidence interval in the (ested) reference fuel flow is also visualized ia th
left-hand chart as a transparent magenta envelWpeobserve that the fuel flow estimated with the
proposed method — although containing larger ranfloctuations than the reference measurement —
is clearly more informative than the mere noon-repata. On the right we also present a subfigure
containing estimates over the whole duration of phesent data set but, for clarity, plotting the
confidence interval is omitted. Interestingly, altigh the available average fuel flow measurements
fall off range, the estimated (green) fuel flow waps properties of the reference data.

3.3 Projections onto the speed-fuel plane

As stated in 3.2, the employed fuel flow model defseon the STW together with external
meteorological quantities. Therefore, fitting a icuturve to the data in the speed-fuel plane gaves
visual impression of the STW-dependent fuel condionpof the vessel in average weather
conditions. Note that this differs from the curtattwould be obtained with zero weather parameters
corresponding to calm sea conditions.

The results are visualized in Fig.3. The left sginfée shows both types of fuel flow data plotted
against their respective STW values, as well aspeed-fuel regression curve corresponding to the
forecast-STW. Apart from the low-speed region,gpeed-fuel point sets overlap nicely. On the right
subfigure the two different fuel flows are plottagainst each other together with a linear fit. The
Pearson-correlation between the data sets is (he&ating that the estimated fuel flow is
qualitatively close to the high-fidelity power measment.
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Finally, a visual inspection reveals that the dégpemncy grows along speed (colored dimension) which
can be expected since, by (4), the forecast-ST\krisicubically amplified.
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Fig. 3: Data mapped onto the speed-fuel plane: Té# magenta and green scatter plots are the
reference and estimated data, respectively. Theedatird order polynomial is fitted over
the estimated data by linear regression. Righttt&cplot of the estimated and reference data
with the regression line

4. Discussion

We have presented a computationally lightweightehowethod for estimating instantaneous fuel
consumption of a marine vessel when the speedgreeind, water and wind, and (daily) aggregated
fuel flow observations are available. The techniguéased on a straightforward propulsion power
model. The results indicate that the proposed niethcapable of producing instantaneous fuel flow
estimates which are qualitatively in accordancéiigh-frequency propulsion power consumption
measurements. On the other hand, compared tdfidiglity measurement, the temporal resolution of
the fuel flow estimate is considerably lower asextpd.
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Uncertainty of Ship Speed Deter mination when Sailing in Waves
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Abstract

The validation ships designed for service conditions (lower speed, part load, representative sea state)
cannot be done using traditional trials. Instead, single course runs must be performed in carefully
quantified and monitored environmental conditions, such that the measurement can be compared with
predictions. The irregular behaviour of the sea and atmosphere results in a constant surge motion of
the vessel. Using time domain simulations the effect of these external forces on the ship speed has
been quantified for a general cargo vessel and ferry in different sea states. Full-scale data of a
container vessel and RoRo ship sailing in similar sea states has been used to validate the calculations
including sensor uncertainties. Conclusions are made with respect to trial duration and achievable
accuracy.

1. Introduction

Formulating the performance requirements for bngdiontracts is a complicated task. Ideally a ship
is designed and optimized for its service condgjcen average sea state, service speed and service
loading conditions. Yet, the contractual perforneaie often stated in ballast trial conditions, whic

for cargo vessels often represent the speed comdsp to 100% MCR power of the engine, calm
weather, ballast displacement with correspondirign.trThe delivery trial has therefore little
resemblance with the design specifications, anthase a random chosen condition to allow some
kind of validation of the building process. The xbeer however will have to state performance
guarantees and requires knowledge of the capabibitind efficiency of their ship in service.

Traditional speed trials are done by sailing doubles in calm weather, correcting the measured
power of each leg using empirical correction methtad wind and wave resistance, and averaging
the speed over ground to cancel out the effectiokat. The average speed and power represents the
performance of the vessel in calm, no-wind, no-warmd no-current conditionsJTC (2014). The
accuracy of the calculated performance highly ddpem the environmental conditions at the time of
trials and the corresponding calculation methodsafllled wind and wave resistance. When a vessel
is however optimized for e.g. head seas BF4 innagmditions, only a single leg speed run can be
used for performance determination. This meanslie speed cannot be determined using solely the
GPS, as the effects of current may be larger tharspeed drop caused by wind and waves. The speed
log must therefore be used to determine ship spgeedgh water. The uncertainty of speed logs can
however be large, depending on type, installatiod sailing conditionsHasselaar (2015). Apart

from the requirements of the instrumentation, tteadiness of the environment during single-leg
speed runs is important to monitor. The sea andsthere are often irregular and unsteady, and a
minimum measurement duration must be considerestatistically describe the environment and
obtain repeatable measurements. The longer theunegasnt time, the higher the repeatability of the
mean speed, but the more likely it is that the mmrmnental conditions change.

Dallinga (2013) evaluated the effect of run duration on the meahRMS values of a frigate sailing
and manoeuvring in waves. Windage effects wereimabtided in this research. Results showed an
important contribution of low frequency excitatidarces to the uncertainty of the mean speed
determination. In this paper the sensitivity of the duration will be discussed for other ship spe
Service performance data collected onboard 3 v&sselsed to evaluate the minimum run duration
including the uncertainty from instrumentation. Clmsions will be made on minimum test duration,
measurement uncertainty and best practice for pedioce measurement onboard ships in service.
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2. Speed measur ement uncertainty from single course runs

For single course trials the uncertainty in perfanece determination is dependent on the uncertainty
in the speed log, shaft power measurement systdrtharvariability of the environmental conditions.
A ship sailing in waves experiences time-varyingitgxg from sources like:

e The chaotic character of a turbulent boundary layet large scale eddy shedding, which af-
fects propeller thrust and course keeping

* Low frequent variations in the wind speed and dioecand wind driven current

* Low frequent variations in the magnitude of theieton from waves, affecting added re-
sistance and transverse forces and yaw moment

* Random elements in the autopilot hardware, sudead band and delays.

The above factors not only affect the resistanak sppeed but also introduce low frequency course
deviations. They have a direct effect on the uagat in ship speed measurements for single course
speed trials, and dictate the minimum run duratitoget sufficient accurate results. The effectusf r
duration on uncertainty of the mean of a run caolteined directly from full-scale data. The speed
through water signal from a ship is however affédig measurement uncertainties. Furthermore the
environmental conditions will vary during the comrsver a day. To separate the speed variations
caused by the variability of the environment, iastentation errors and periodic fluctuations in wind
and waves, time domain simulations are made fa2.60D DWT general cargo vessel and a 9.700
DWT ferry. The particulars of the modeled vessel@nesented in Table I.

Table I: Particulars vessel used for simulations

Parameter General cargo Ferry

L.O.A. 134 m 152 m

Beam 16.5m 25.2m

Design draught 7.1m 57m
Displacement 12.000 dwt 9.700 dwt
Design speed 16 kn 21.4kn
propulsion Single CPP, 4.3m diameter Double CPEn4liameter

3. Calculation of wave and wind resistance

To obtain a first impression of the uncertaintiestiationary conditions, time domain simulations ar
made. 24-Hour time series of the general cargofemy sailing at design speed at four wave heights
and wind speeds are made. From these time sed#srseof 10, 30, 60 and 180 minutes are taken.
Only head sea conditions are considered. Variaiiotise average trial speed from the time sections
are used to demonstrate the impact of the spectratacteristics on the vessel performance
measurement. In the present work the effect of sleeping and the effect of the temporal and
spatial variations in the incident flow are negbectThe sources of variations were limited to the
natural variation of the added resistance in wawvesthe natural variations in the wind speed.

To calculate the speed variations from wind andemasistance, the added resistance is separately
calculated. To calculate time series of wave rasc#, first the quadratic transfer functions (QTF)
were calculated. Using thdewman (1974) approximation these were used to generate tinerlas

for particular wave spectra. The QTF's were cakadawith the Rankine source code FATIMA,
Dallinga (2015). Next, 24h time histories were generated by usingfONSWAP wave spectrum.
Wave resistance time traces are made for signifiwane heights of 0.5, 1.4, 2.15 and 3.75 m with a
peak period of 6.2, 7.6, 8.4 and 10.1 s, respdytilidnis corresponds roughly to a sea state Douglas
scale 2, 3,4 and 5.

Low frequency induced wind forces can exceed 10%heftotal ship resistance. Variability in the
wind can therefore have significant impact to spped variations. To model the wind fluctuations a
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Fragya wind spectrum was used. Combined with reptatiee wind drag coefficients, 24 h time traces
of wind resistance were made. The Frgya spectrefised by:

S(f) = 320 (%)2 (%)0'45 (1 + X0468) 5a75s

-0.75 , ,\2/3
with X =172 () " (5)7 f
z is the height above the sea level [m] dhd) the reference 1 hour speed at a height zland
U (10 m), andf the frequency.

Wind speeds corresponding to Beaufort scale 2,, 4nfl 6 were used (3, 6, 9 and 12 m/s at a
reference height of 10 m). As the vessel forwamkdpincreases the apparent wind speed, the vessel
speed is added to the selected wind speeds.

4. Calculation of ship speed in wind and waves

To calculate the speed variations caused by added and wave resistance components, the
propeller open water diagram was used to calcullage operating point of the propeller and
consequently the power fluctuations. The analysis made using a fixed pitch propeller to ease the
calculation. This simplification has practically mdluence on the results.

The ship’s resistance is defined as:

R[ot = RCalm + Rv\/ind + Rwaves

To calculate the initial propeller speed at thisisence, the required thrust is intersected with t
open water diagram. By dividingrkoy F the initially unknown propeller speed N is takar of the
equation:

T
Ky _pnD* R
(v, Y p(a-thdt)[V,(1-w)] D2
[0}

This value can then be intersected with the thoesfficient Kr of the propeller in open water
conditions. The intersection gives the advance fioberit J, which is used to calculate the new
propeller speed, shaft torque and power:

A (1-w)
' JD

Ql = KlenlzDS

The time domain simulations follow by changing.-Rand R.ave according to their calculated spectra

in time, and calculating the change in ship sp#sdong as the propeller load remains within normal
operating conditions the engine governor will kéeppropeller speed constant regardless the load.

_ T(l B thdf) = Reaim (t) — Ryave ®) - Ryina ®)
m

T(l - thdf) - Rcalm(t) - Rwave (t) - Rwind (t) At
m

a(t)

AVs(t) =
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Vs(t+ 1) = Vs(t) + AVs(t)

With a(t) the ship’s acceleration / deceleration due taveind wave resistance
thdf thrust deduction fraction

m Displacement of the vessel, including added rfessumed 10% of displacement)
Vs Ship speed
t time step

The characteristics of the turbo charger affectdilgamic behaviour of the ship. In moderate sea
states it is assumed however that the dynamicshef turbo charger affect the mass-spring
characteristics of the vessel only little. Furtherenit is assumed that the engine layout is cheaeh
that during the tested wave and wind conditionsehgine does not reach over-load conditions. In
other words it is assumed that the engine can nesfaothe load changes by the propeller directly.

Fig.1 shows an example of a 24 time series of thmlated ship speed, shaft power, thrust and
resistance. Large, non-periodic variations in siiped can be observed. The time series of the power
shows that the variations in power are maximum bd%e mean and have periodic variations with a
low period, which suggest that the diesel engineukhbe well capable of following the torque
demand. The impact of not having modelled the dyodrehaviour of the diesel engine is therefore
not relevant. The simplified model suffices.
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Fig.1: Simulated 24-h time series of a ferry sailin 3.7 m waves and 12 m/s wind

5. Speed variations from simulated ship performance datain seas

The 24h time traces of ship speed are split up smaller time windows (speed runs). For each run
the mean is calculated. Using the available 24h,dbere are 144 x 10-minute periods, 48 x 30-min

127



periods, 24 x 60-min periods and 7 x 180-min peyidthe standard deviation of the means is used to
express the uncertainty in the ship speed detetimm&hen performing a single course trial run on a

ship in service. In the simulations the measurermaaoértainty from the speed log and the uncertainty
in sea spectrum and natural weather variationsxaieided.

Figs.2 and 3 shows 2x the standard deviation ofntie@an ship speed for the different weather
conditions when each mean is calculated over vargwrations. It represents the theoretical 95%
confidence interval that when the ship speed issorea over a period of minutes, the same mean
will be obtained if under the same conditions tpeesl is determined agaxnminutes later. The
spread in mean speed for the different run duratshrow that the mean speed of a run is affected by
low frequent variations that occur in seas desdrime a JONSWAP spectrum and wind of a Fragya
spectrum. The longer the run duration, the moreflegquency components are captured within a run
duration, and the lower the standard deviatiormefdalculated mean ship speed.
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Fig.2: Uncertainty of the mean speed calculatedgudifferent run durations for a ferry at 22 kn

2* standard deviation of the mean [kn]

Fig.2 shows that in order to measure ship spedti@ferry at 22 kn with an uncertainty of +0.12 kn
(corresponding to 1.5% uncertainty in power), ipéssible to measure the ship performance in waves
up to 2.15m height over a single 20 minute measenémeriod. When the performance of the vessel
is to be validated in higher sea states, the lagtfent variations in ship speed will become toglon
to measure ship speed with sufficient accuracy eviem a run duration of 1-3 h. When the speed
reduces, and the relative contribution of wind amalve resistance compared to the calm water
resistance increases, the uncertainty increasefiyrajglore importantly, less low-frequent waves are
encountered in a set time period. Therefore thidrithe speed, the more waves are encountered, and
the less the deviation in the mean speeds. Fig@/sisimilar results for a general cargo vessel at
much lower speeds. The relation between run duraiod standard deviation in the mean speed
approximates a squareroot decay. Low-frequent wans, that are not captured in a single
measurement period, cause small deviations frosréhationship. Based on these calculations it can
be concluded that for the general cargo vessegbehfrmance can be measured with 0.1 kn accuracy
using a 15 minute run at 13 kn in SS3, whereashar@n duration is required to get the same
uncertainty in sea state 4. Higher sea statesreeguipractical long measurement durations, where
there is a high chance of changes in the envirotaheanditions.

128



0o \ — A~ 8kn, Hs=3.75m, 12m/s wind
! \ == 13kn, Hs=3.75m, 12m/s wind
— 08 - X\ — B 8kn, Hs=2.15m, 9m/s wind
S N —@— 13kn, Hs=2.15m, 9m/s wind
§ 0,7 - Mo — &= 8kn, Hs=1.4m, 6m/s wind
£ o6 Tohe | ——13kn, Hs=Ldm, 6m/swind
< ! T
-
L
S 05
c
.0
s 04
>
[
o
s 03
1]
o
& 02
7]
*
N 01
0,0

0O 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180
Run duration [min]

Fig.3: Uncertainty of the mean speed calculatedgudifferent run durations for a general cargo
freighter at 8 and 13kn

6. Speed measur ement uncertainty from actual service performance data

The uncertainty in the previous analysis consideny the irregular environmental conditions. In
reality other uncertainties also play a role:

* Measurement uncertainty of the speed log; strdtdigrrent layers underneath the ship, effect
of the ship’s boundary layer on measurement volume

e Uncertainty in the definition of the environmentainditions. Ship speed is directly affected
by wind, waves, drift, shallow water, stratifiednant etc. Ideally these conditions are con-
stant and can be monitored accurately. Howeverptbasurement of environmental condi-
tions is practically difficult, as it requires adwad instruments such as a wave buoy or wave
radar, and/or is affected by the ship, such as disibrtion at the anemometer site

* Uncertainty in performance estimations due thecesfef low-frequent drift motion, varying
propeller-hull interaction, rudder forces

To determine the uncertainty in performance measen¢ including these uncertainty sources
requires in-service performance data from a shipoimstant environmental conditions. For this case
study, data from three ships has been used:

» 3.600 DWT general cargo vessel
e 26.000 DWT container vessel, design speed 20.6 kn
e 15.000 DWT RoRo car carrier, design speed 21.5 kn

The challenge hereby is to find conditions wherghg environmental conditions and ship
performance can be considered constant. The tinneaithosimulations indicate that performance
monitoring should focus on fair weather conditibmsmerchant ships (assuming these vessels sail at
moderate speeds). Periods with low relative wingespand little ship motions have therefore been
searched in a 2 year database of performancekigta4 and 5 show the uncertainty for the container
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vessel and RoRo vessel respectively. Each lineesepts the uncertainty data taken from a
continuous data set from a different day. Thereeappto be a large variation in speed uncertainty
regardless careful selection of similar environrakobnditions.
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Fig. 4: Speed uncertainty of 180 m container vesaging at 16 kn in SS3-4. Each line represents

data from a different day, but similar ship resgons

For both figures, most results are grouped clogether, but that there are clear ‘outliers’ fronygla
where there is a higher uncertainty. These peroddd be flagged in the data as speed measurement
‘errors’ through post-processing. The propellerrapag point (kK), in combination with the propeller
open water diagram provides hereby a useful paertetalidate the ship speed through water. Only
when these data periods of inconsistent speed megasnt can be identified, can single course speed
runs be used to validate ship performance withraremainty in the order of +0.15 kn.
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For the much smaller and slower general cargo Vdssaservice data contained less periods of steady
state performance in fair weather; the vessel resgpwere more pronounced, and due to the coastal
routes the vessel changed heading frequently. séehe 9 data periods of more than 5 h could be
identified to calculate the statistics for differerst durations. For a 10 minute period maximum
found uncertainty (@ in the mean speed was +0.24 kn, with the 30 reimveraging period it was
0.15 kn at 10 kn.

7. Conclusions

The validation of ship performance in other thalmcaeather conditions with accuracy levels in the
order of 1-2% requires a careful prepared triakcpdure. Single course runs must be performed in
carefully quantified and monitored environmentahditions, such that the measurement can be
compared with predictions. A speed log must be usedletermine ship speed. The irregular
behaviour of the sea and atmosphere results innatanat surge motion of the vessel. Using time
domain simulations the effect of these externatdsron the ship speed have been quantified for a
general cargo vessel and ferry in different setestdrull-scale data of a container vessel and RoRo
ship sailing in similar sea states has been usedatwate the calculations including sensor
uncertainties. It shows that, as long as sensarsian be identified, ship performance can be
estimated only at speeds higher than approx. 18rkha sea state equal or lower than Douglas 4
using a single trial run. Uncertainties in the duaation and measurement of environmental
conditions result in uncertainty levels in the arde+0.15 kn. For high speeds (22kn) a trial diorat

of 20 minutes provides an uncertainty level of 1:80kn for a ferry; for a general cargo vessel akri.3

a 60 minute run duration is required.

The results further indicate that when the sim@mmeters wave height, wave direction, wind speed
and direction are used to calculate the added wasdaevind resistance, it may not be possible tgfull
correct measured ship performance to ideal trialditions. The irregular marine environment
requires long measurement periods in order to axtcfmn low-frequent surge motions of the ship.
Statistical methods (e.g. averaging) are necessecpunt for these variations in order to derive
performance trends. This clarifies a part of thigdascatter in performance indicators found in ship
performance monitoring schemes, where regardlest peactices, statistical methods remain
important to derive trends.
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Abstract

This paper presents the possibilities offered Hifsfiale measurements of propeller thrust (and
torque), for fuel saving potentials and emissioduaions due to the retrofit of a new propeller
design and a new bulbous bow design on a large @&tfainer vessel. It explains how via full-scale
measurements of propeller thrust, in relation thest parameters like ship speed, the change in
propeller efficiency and the hull resistance capasately be measured. This enables to evaluate the
effects of the retrofit on reducing fuel consumpteind emissions. An example is shown of the
measurement results of propeller thrust and torgone large TEU container vessel in service, before
and after the vessel has been retrofitted withwe pppeller design, and a new bulbous bow design.

1. Introduction

In general there is a large interest in the maetworld for ship propulsion efficiency. This has
several reasons related to either cost savings)aéign, and/or environmental concern. In thigeses
also the upcoming MRV and IMO regulations on retigely CO, emissions and fuel consumption
play an important role. Next to legislation thedemn fuel consumption has also a direct operdtiona
(fuel) cost reduction benefit. In view of the abduel consumption reduction, the concept of slow
steaming has been introduced on for instance cwtaessels. This in general resulted in signitican
fuel savings. But since the earlier container Medsave mainly been designed for higher ship speeds
and therewith engine powers, the propeller and degigns might not be optimum any more for the
new operational conditions when applying slow stegmin order to further benefit from the slow
steaming, applying a retrofit to the vessel is @egred as an option. The retrofit could exist ofesal
modifications such as:

1. A new propeller design which is optimized for thmanslow steaming operational condition
of lower power and RPM. This might increase thepplhier efficiency.

2. A new bulbous bow design which is optimized for thew slow steaming operational
condition of lower ship speed, and possible lowaudht, and there with an improved wave
pattern of the ship’s bow. This might reduce thk tesistance.

As both modifications imply a considerable amounineestment costs, the expected to be achieved
fuel savings via increased propeller efficiency/andeduced hull resistance need to be verifieer aft
the retrofit in order to verify if the predicted fimovements are really achieved.

To determine the increase in propeller efficienagd the reduction in hull resistance, before the
actual retrofit, use can be made of calculatioike (CFD), and/or model tests in a model basin. For
determining the improvements of propeller and fadfler the retrofit on the actual ship, full-scale
measurements need to be performed. In order tdleet@identify the improvement of the propeller
separate from the improvement of the ship’s hugktrio shaft power and RPM, also propeller thrust
should be measured. If one is only relying on mesments of propeller shaft power or even only
engine fuel consumption, the distinction betweeoppHler and hull improvement cannot be made.
This hampers a proper comparison of the actual awgments against the predicted improvements
based on CFD and/or model tests. This paper prewadmore detailed description on the full-scale
propeller and hull performance measurements, aneikample of the measurement results achieved
on a large TEU container vessel in service priat after it has been retrofitted with a new propelle
and bulbous bow designs.

132



2. Theoretical approach for propeller and ship hullperformance measurement

When looking at the performance of the propellet ahip hull retrofits, it is important to be abte t
separately measure the propeller performance fhentll resistance. In order to be able to doithis
is needed to measure next to propeller power,thispropeller thrust.

Fuel 3 _ Ship speed
—_— Engine + Propeller + Ship Hull >ipspeet

Fuel N Torque B Ship speed
— > | Engine |——— Propeller + Ship Hull =npepes

Fuel B Torque Thrust B Ship speed
—_— % Propeller | —— | Ship Hull e

Fig.1: Three ways to monitor the ship propulsiorfgrenance and the involved detailed efficiencies

In order to measure the performance of the propatid the ship hull (resistance), in practice saver
ways are used as are shown in Fig.1, based om:eithe

- Engine Fuel consumptionXtoute in Fig.1)
- Torque (2% route in Fig.1)
- Thrust (3 route in Fig.1)

As can be seen, th&’3oute, where propeller thrust is measured (nexotgue), is the only way at
which the propeller performance can be separatelgsored from the hull performance (resistance).
If in addition the fuel consumption of the propuolsiengine is measured, also the efficiency of the
engine can be determined separately.

2.1. Propeller performance determination
When looking at propeller theory the propeller @ffincy (Eta-0) is clearly defined as the ratio
between dimensionless propeller thrust (Kt) andedisionless propeller torque (Kq), where J is the
advance ratio of the propeller through the water:

Eta-0 = J Kt/ 2z Kq
This formula is valid for both Fixed Pitch Propefl§FPP) as well as Controllable Pitch Propellers
(CPP), and indicates that both thrust and torqued$ido be measured in order to measure the
propeller efficiency. As such the only proper way rmeasure the performance of the propeller
separately from the performance / resistance offititieis via measuring thrust.

2.2. Hull resistance determination

A direct measurement of the hull performance isdhwunt of propeller thrusiTprop needed to
overcome the hull resistand@Hull) at a certain ship speed. For this the followimgction applies:

Tprop = f(Rhull)
If for instance only the propeller power is usedrmasure” hull resistance toute in Fig.1), there

is an underlying assumption that the conversiorpafver to the propeller into thrust from the
propeller is always a non changing constant. Thisok the case in reality, as the propeller coneers
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from power to thrust is clearly related to the @éincy of the propeller, which changes over timé an
also per sailing condition like for instance fdirxeed RPM CPP.

3. Full-scale measurement lay out used

In order to determine the propeller and ship hofidition via measurements, several parameters need
to be taken into account and measured. In additiermeasured data need to be enriched in order to
be able to subtract the relevant data points faro@er comparison of the propulsion performance. In
the next paragraph a general overview of the useasarement parameters and data enrichment is
shown. Special attention is paid to the propeleundt measurement via the TT-Sense® sensor, and
the used data enrichment via the IVY® PropulsioridPmance Management solution.

3.1. Parameters to be measured

In order to determine the propeller and ship halidition, several parameters need to be taken into
account and measured. A typical list of to be meskparameters consists of:

* Propeller thrust
* Propeller torque
» Propeller RPM

* Speedlog (STW)
* GPS location

e Ship draught

* Seastate

*  Wind

The majority of these parameters are already medsamd available on board of a ship via dedicated
sensors, and / or log reports. Propeller powertatigue and RPM, is nowadays a rather common
measurement on board of a ship. But in order talide to separate the propeller performance from
the ship hull performance, the propeller thrustdseto be measured as well. This asks for an
additional propeller thrust sensor.

A [ e dire A t

Fig.2: General working principle of the TT-Sensef@grdst and Torque sensor
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For this, VAF Instruments (the Netherlands), a $ieppf measurement systems for the maritime
market, has developed the TT-Sense® thrust andig¢osgnsor, as is shown in Fig.2. The sensor,
which is already on the market for more than foearg, has been used by VAF Instruments R&D
department to quantify vessel performance andaitktthe changes in vessel performance over time.
Until now experience is gained on many types ofselsfrom small cargo vessels towards 14000
TEU container vessels, as well as on navy vessdi khes. The working principle of the TT-Sense®
sensor is based on, separately measure the tdterguie) and compression (thrust) of the propeller
shaft via very accurate optical sensors.

With the TT-Sense® sensor it is possible to sephrameasure the propeller efficiency of the actual
propeller at full scale behind the vessel, nexttite actual resistance of the vessels hull. See
Ballegooijen et al. (2016pr more details.

3.2. Handling of measured data

VAF Instruments developed in addition the IVY® Pufgon Performance Management solution.
This is a dedicated software solution that amorgrst enriches the data from the TT-Sense® and
translates it into easy to access dashboards vl Knd graphs, showing the actual performance of
the propeller and the ship hull separate. A typeample of the IVY® dashboard can be seen in
Fig.3, where the measured performance over tintleeopropeller and the ship hull are shown.

PROFPULSION KPI HULL KPI PROPELLER SB KPI

v 4.01% 967 $/day . R mal 894 $/day - vo.E20 lsmas 149 §/day

& FLEET DASHBOARD ~

Fleet overviess
# ACCOUNT ¥
¥ MAINTENANCE ¥

Propulsion KPI [%)]

Fig.3: A typical example of the IVY® Propulsion Remance Management solution where the TT-
Sense® measured propeller and hull performandeoiss over time.

4. Full-scale measurements on a large TEU containeessel

The full-scale measurement results for a Large TBhtainer vessel which has been retrofitted with
both a new propeller design and a new bulbous lesigd, are presented in this paper. Measurements
of the separate propeller performance and therbsistance are performed via the use of the VAF
Instruments TT-Sense® sensor, and the IVY® Propul8ierformance Management solution.

The following measurements are performed baseti®iT-Sense® thrust measurements:
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Light draught Design draught
Original propeller design X X
Original bulbous bow design X X
New propeller design X X
New bulbous bow design X X

Fig.4: Full-scale conditions for measurements peréa with the TT-Sense® thrust sensor

The full-scale measurements with the VAF Instrureehit-Sense® thrust sensor on board of this
large TEU container vessel comprise a period ofentban 2 ¥z years. About the first 1 ¥ years are
with the original propeller and original bulbousvbalesign. After the actual retrofit of the vessel

when the vessel was equipped with the new propd#eign and the new bulbous bow design, the
full-scale measurements with the TT-Sense® thrissar continued for about ¥ a year.

4.1 Full-scale propeller performance based on thrusneasurements with the TT-Sense®

For predicting the possible performance improvemearitthe new propeller design, which will be
applied at the retrofit of the vessel, model téstee been performed at a model test basin with both
the original propeller and the new design propelléie model tests predicted significant performance
improvements for the new propeller design at théoua ship speeds and for both light draught and
design draught conditions. The new propeller perforce improvements are rather insensitive to
draught conditions and ship speed.

From the model tests, the propeller open wateresuare available of both the original and the new
propeller design. In addition there is 1 Y yearfubfscale propeller efficiency (thrust and torque)
measurements done via the VAF Instruments TT-Sersm®or for the original propeller design.
Next to that there is for ¥z a year of full-scalegeller efficiency (thrust and torque) measurements
done via the TT-Sense® sensor for the new propelé=ign. Measurements are split into light
draught and design draught conditions.

—10KQ 10KQ
ORIGINAL —KT NEW .
. — i L e e :
n >
- ; -
- P4 -
@] @]
X X
c ¢
J J
Original propeller, before retrofit New propeller, after retrofit
Light draught conditions Light draught conditions

Fig. 5: Light draught: full-scale measurements WilhSense® sensor (dots) of the original propeller
(left) versus new propeller (right), compared todeletest open-water curves (lines)

In Fig.5, full-scale TT-Sense® measurement resoitshe original propeller design and the new
propeller design for the light draught condition tbe vessel are shown. In the graphs a good
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comparison is seen between the full-scale measutsmé the TT-Sense® thrust and torque sensor
(dots), and the model test predicted open wateresuflines). This good comparison applies for both
propeller designs (original and new). Herewith adyandication of the accuracy and the long term
stability of the thrust and torque measuremensfidsvn.

In Fig.6, the results of the full-scale propellegrfiormance measurements via TT-Sense® sensor
(dots) for the design draught conditions of theset are compared to the model test predicted open
water curves (lines) of both the original propetlesign and the new propeller design.

ORIGINAL —10KQ NEW _ﬁ
—KT }

7 —1 1 |
=~ B -
g e]
X X
*: g

. .\"-.'

J J

New propeller, after retrofit

Original propeller, before retrofit
Design draught conditions

Design draught conditions
Fig.6: Design draught: full-scale measurements with-Sense® sensor (dots) of the original
propeller (left) versus new propeller (right), caangd to model-test open-water curves (lines)

Fig.6 shows that also for design draught conditiangood comparison between the model test
predicted propeller performance, and the full-saalasured propeller performance, is found. In
addition herewith a good indication of the accuranyg the long term stability of the thrust and terq
measurements via TT-Sense® is shown. As can befssanFigs.5 and 6, the model test predicted
performance improvement of the new propeller degigrrelates fairly well with the full-scale
measurements of the new propeller. Next to the medes, also the full-scale measurements point
towards an improvement in efficiency by retrofigfithe new propeller, as is shown in Fig. 7. Heee th
relative performance improvement in %, of the neappller design compared to the original design,
is plotted against 3 different slow steaming shipegls. The ship speed (Vs) is shown as a fracfion o
the original vessel design speed (Vdesign).

25
Performance improvement

% ;i
new propeller design at full scale

20

15 y
h «#=Full Scale, Light draught
«®=Full Scale, Design draught
10

A

0

0.55 0.60 0.65 0.70 0.75 0.80 Vs/Vdesign [-]
Fig.7: Full-scale new propeller design performamsprovement compared to original design, based
on thrust measurements via the TT-Sense® sensor

137



4.2. Full-scale bulbous bow performance improvemeastvia TT-Sense® thrust measurements

Since at the vessel the propeller thrust is medstieethe TT-Sense® thrust sensor, herewith also th
total hull resistance is measured. Based on thessunements the possible resistance improvement
of the new bulbous bow design can be measuredigl®,Rhe full-scale measured improvement in
resistance due to the new bulbous bow design (cadp@ the original design) is shown for the
various ship speeds and the 2 draughts.

25
A .
Performance improvement
% new bulbous bow design at full scale

20

15

=#=Full Scale, Light draught

10
\ «=®=Full Scale, Design draught
A
5 "

0.55 0 0.65 0.70 0.75 0.80 Vs/Vdesign [-]

Fig.8: Full-scale new bulbous bow design perforneamsprovements compared to original design,
based on thrust measurements via the TT-Sense&t §ensor.

Fig.8 shows that the improvement in full-scale lmalistance due to the new bulbous bow design is
highly depending on the ship speed and the draafghe vessel. Especially at the design draught, th
improvement in hull resistance compared to theimaiglesign, is measured to be limited.

4.3. Full-scale propeller + bulbous bow performancénprovement measured by thrust

When combining the measured full-scale performangarovements of the new propeller design,
with the performance improvements of the new butblbow design, the total performance improve-
ment of the retrofit can be determined. Since titkvidual performance improvements of the new
propeller design and the new bulbous bow designbsmameasured only via the full-scale thrust
measurements, the full-scale measured performanpeovements of both, as shown in paragraph
4.1. and 4.2. are combined. The total full-scalesneed performance improvement of the retrofit,
based on the TT-Sense® thrust measurements, anshoFig.9. As can be seen from Fig.9, the
full-scale measurements indicate towards a totdbpeance improvement due to the retrofit.

As indicated these full-scale measurements aredbasethrust measurements. In order to further
investigate the measured performance improveméntt)e next paragraph the measurements are
compared to full-scale measurements based on tdpmpweer), and on fuel consumption of the main
engine. As is shown in Fig.1, only via thrust meaements a distinction between propeller perfor-
mance and hull resistance can be measured. Whesurnreathe performance improvement of the
retrofit via torque (power), the individual perfeances of the propeller and the hull are summed and
cannot be measured separately (tHedute in Fig.1).

Finally when measuring the performance improvenwrthe retrofit via measuring the propulsion
engine fuel consumption also the propulsion engiegformance is summed together with the
propeller and hull performance (th& rbute in Fig.1), and no distinction between engprepeller,
and hull performance can be made.
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Fig. 9: Total full-scale retrofit performance impesnent measured via TT-Sense®

Nevertheless, next to the thrust measurement rautemparison is made with the torque (power)
measuring route and the propulsion engine fuel wopsion route, in the next paragraphs. This shall
provide insight in the correlation and accuracytld thrust measurements. Especially since the
measurement of thrust, torque and fuel consumptier8 independent measurements.

4.4, Full-scale propeller + bulbous bow performancenprovement measured by torque (power)

In this paragraph the full-scale measurements basedrque (power) are shown. Fig.10 shows the
total full-scale performance improvement due to isieofit as measured via the propulsion power.
The full-scale total performance improvement basedhe torque (power) measurements is nearly
identical to the total performance improvement Hase thrust, which provides an indication of the

value of both (independent) measurements.
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Fig.10: Total full-scale retrofit performance impement based on torque (power) measurements

4.5. Full-scale propeller + bulbous bow performancemprovement measured by engine fuel
consumption

The third way to compare the full-scale propulsimprovements of the retrofit is via measurements
of the actual fuel consumption of the propulsiogiea. When measuring the fuel consumption of the
engine, not only the change in performance of e propeller design and the new bulbous bow
design is summed, but now also the engine effigienancorporated as well. This as is shown in the
1% route of Fig.1.
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Based on earlier investigations the engine effjes changing over time due to for instance engine
deterioration, changes in caloric value of thedueded, and operational conditions of the engkee |i
the RPM dependability of the efficiency of the erggi Variations in engine efficiency of several
percent are seen from past data. As such the nemasnts of the propulsion engine fuel consumption
provides just an indication of the overall perforroa improvement of the propeller and bulbous bow
retrofit. In addition, when measuring only enginelf consumption, no split in efficiency improve-
ments between engine, propeller and hull can beepiadtontrary to when measuring thrust.

The full-scale measured propulsion engine fuel gomion is shown in Fig.11. The trend in the fuel
consumption measurements, are comparable to thestr@s seen in the full-scale thrust and power
measurements as shown in the previous paragraptes.differences seen between the full-scale
performance improvements based on engine fuel ocgpison, compared to thrust or torque, are
expected to be highly related to variations in émgine performance and fuel quality as described
above. As such the measurements of the perforniemrevement of the retrofit via the engine fuel
consumption measurements is less accurate whenagethpo the torque or thrust measurements
(where the thrust measurements provide the moatlei@tinsights via the split in propeller and hull
performance).
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Fig.11: Total full-scale retrofit performance imgement based on engine fuel consumption measure-
ments

5. Conclusions of the full-scale propeller + bulbosi bow retrofit performance improvement
measurements on a large TEU container vessel

The full-scale performance improvements by theofgting of a new propeller design and a new
bulbous bow design are measured via 3 differenteso(as is shown in Fig.1). First via the thrust
measurements with the TT-Sense® sensor, secomdlliorgue (power) measurements, and third via
the engine fuel consumption measurements.

Only via measuring the propeller thrust, the sepgparformance improvements by the new propeller
design and the new bulbous bow design, can bendieied. Also a comparison is made with the full-

scale measurements based on torque (power), im tarderify the full-scale results based on thrust.

Disadvantage of the measurements based on tordbatithere can be made no distinction between
the individual performance improvements of the nawpeller design and the new bulbous bow
design.

Also the engine fuel consumption improvement is snead and compared to the torque and thrust

results. This is the least accurate way of meagutie propulsion performance improvement by the
retrofit, as next to the improvements by the newpptler design and the new bulbous bow design,
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also the changes in engine performance (SFOC qguglity, etcetera) are measured. No distinction
between the engine performance, propeller perfocenamd hull performance can be made, when
measuring engine fuel consumption.

The results of the full-scale measurements viasthtorque and fuel consumption are split for the
light draught conditions and the design draughtddams. In Fig.12, the total results of the futlade
performance improvements for the light draught é@imos are shown. In Fig.13, the total results of
the full-scale performance improvements for thagiedraught conditions are shown.
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Fig.12: Total full-scale performance improvemengsdxd on thrust, torque (power), and engine fuel
consumption measurements, for light draught cooruti
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Fig.13: Total full-scale performance improvemenasdxd on thrust, torque (power), and engine fuel
consumption measurements, for design draught gondlit

The total retrofit full-scale measurement resuftthoust and torque are very similar. In additidsoa
the improvements based on fuel consumption shownaparable trend with the thrust and torque
measurements. Given the fact that the full-scalasmement results are based on three different
(independent) measurement principles, that prowdmparable values (thrust and torque), and
comparable trend (fuel consumption), provide a goditation of the final accuracy of the full-scale
measured propulsion performance improvements @dhitust measurements.

From the investigation as described in this pajiecan be concluded that the full-scale retrofit

performance measurements based on the TT-Sense®uregents, provide the most detailed

insights into the performance improvements by tee propeller design, and separately by the new
bulbous bow design.
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Numerical I nvestigation on Hull Roughness
Effects on Propulsion Performance

Tom Goedicke, Mecklenburger Metallguss GmbH, Waren/Germayoedicke @mmg-propeller.de

Abstract

This paper shows an investigation on hull roughness effects of a sea going ship using RANSE CFD.
As surface roughnessis closely related to frictional problems calculations are carried out in full scale
in order to get rid of scaling issues. Resistance and propulsion simulations are performed applying
sand grain roughness to awall function model in Ansys CFX.

1. Surface Roughness

There are several sources categorizing foulinghgd bulls and investigating in resistance increase
due to certain roughness heights. For this studinlgnawo former investigations were taken as

reference. DEMIREL describes a similar numericgdrapches to consider rough walls in RANSE

CFD simulations. Categories of different surfaces @escribed in a more general way, but well
connected to sand roughness which is the inputbtariin this investigation. One of the mostly

referenced sources when it comes to marine roughseke Naval Ships Technical Manual (NSTM),

which gives very detailed description of existirygpas of fouling and suggests following table to

relate fouling and sand roughness. Expected rekti@tween the fouling types and additional power
demand in ship operation are describe®értram (2012).

Table I: Roughness heights and corresponding seaid-pughness according to NSTM

Description of Condition I;;i\gl. ks (pum) Riso (um)
hydraulically smooth surface 0 0 0
typical as applied AF coating 0 30 150
deteniorated coating or light slime 10-20 100 300
heavy slime 30 300 600
small calcareous fouling or weed 40 - 60 1000 1000
medium calcareous fouling 70 - 80 3000 3000
heavy calcareous fouling 90 - 100 10000 10000

2. CFD Moaoddling

In general the commercial RANSE Code Ansys CFXsisduin this study. For volume discretization
tetrahedrical meshing is used in combination witlsrp layers for the wall resolution. The wall
functions approach is used rather than the resolubf the boundary layer with respect to the
computational effort. This also combines well witle model implemented for the surface roughness
effect in Ansys CFX. Turbulence modelling is domséng k-Omega SST turbulence model.

Meshes used for this investigation are dividedoirship and propeller mesh depending on the flow
problem calculated. For resistance calculationshingsvas done for half ship including free surface.
For propulsion meshes for the full ship and prapetieeded to be generated in order to capture to
rotating propeller behind the ship. In order toesaemputational effort free surface is not takdn in
account in propulsion calculations. Mesh parametershown in Table 1.

Table 2: Mesh Sizes
Resistance  Propulsion | Propulsion
Ship Domain | Propeller Domain
Mesh size 18000000 12000000 7000000
averagey | 2000 2000 500
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For taking roughness effects into account a nurakesolution was used. The physical effect of a
rough surface can be described as an increaseboflénce production near the wall, which leads to
an increase of wall shear stress and influencevito®wus sublayer in turbulent flows. In order to
numerically taking care of this effect the velocigofile close to the wall is changed according to
Fig.1.
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Fig.1: Shift in velocity profile close to the wall

The quantity of the down shiAB can be expressed by a sand-grain roughness, vadaichbe
described as sphere cover at the wall, with thergshdiameter equals roughness hebghds shown

in Fig.2. The surface roughness model implementefinisys CFX is using this assumption. There-
fore the surface roughness is given to the numesias sand-grain roughnesshgt

U

——>

h
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AU iy

Fig.2: model of sand-grain roughness [ANSYS]
4. Case Study

This study is carried out for a 4000 TEU contaiskip, Table Ill, equipped with a fixed pitch
propeller, Figs.3 and 4. Calculations were perfarinedraught 9.5m at 17 kn ship speed.

Table Ill: Test case particulars

Lwi 235.39m
Bwi 32.25m
TDesiqr 9.50m
Doror 7.75m
Z 6
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i %
Fig.3: 4000TEU container vessel

~t

Fig.4: Propeller geometry of Test Case
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3. Calculations and procedures
Three different tasks need to be solved when ifgegstg in propulsion performance in detail.
A) Resistance of the hull
B) Propulsion performance of hull + propeller
C) Propeller without hull
The basic workflow of the propulsion performancalgsis is explained by the flow chart in Fig.5.
First the ship is towed at a fixed speed in ordegdt the resistance of the hull. Then the propéle

analyzed in a homogenous inflow in order to getphapeller characteristics. Finally both hull and
propeller are simulated in a merged condition, Whi&presents the propulsion condition.
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Fig.5: Analysis of propulsion performance

As the investigation is looking into hull roughnessinly, part B of performance analyses is
neglected in the following discussion and the nfagus lies in Part A and C.

It is expected that the resistance part of thealsgserformance plays the biggest role when it @ome
to fouling. That is why resistance calculations| Wi starting point for the numerical investigation
Calculations in model scale 30.42 without roughreggglied were performed in order to simulate a
model test and using ITTC '78 scaling procedurgain a full scale resistance and propulsion figures
as from model test. After that, full scale resis@nvith different sand-grain roughness values were
performed in order to get information about theedlepment of the nominal wake field and added
resistance due to fouling.

Once finding a reasonable roughness value in thstamce study, this value will be taken into
account for the propulsion investigation and besmwgluated against smooth condition propulsion to
gain information about hull propeller interactionfouled conditions.

In order to divide propulsion efficiency into itsaags the propeller open water test needs to be
simulated. This study only takes hull roughness adcount, so propeller surface in all simulatisns
taken as hydraulic smooth surface.

4, Results

4.1. Resistance of the hull

Table IV shows absolute resistance values compdiramy model scale extrapolated smooth surface
values with full scale values developing from snhottt rough hull surface. Increase of the integral
values due to roughness is considered to be irathge of reported experiences in literature and
experiences of real vessel operation.

Table IV: Absolute resistance

ModelScale k=0.3mm k=0.15mm K=0.075
extrapolated
smooth smooth roughO1 rough02 rough03
RTS RTS Rel. RTS Rel. RTS Rel. RTS Rel.
Error increase increase increase
713 kN 715 kN| 0.31% 1010kN  41.3% 934.2 KN 31.0% 9 BN 22.9%
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For the target of finding influence of fouling edfe on the flow around the propeller it is furtherm
important to look into propeller inflow. Even ifdmominal wake field cannot be considered as the
propeller inflow, it will give a rough measure dfet situation the propeller is going to work in.
Especially the development of the nominal wakedfidbetween the different roughness heights can
give an insight of how the wake fraction in propaofsis going to behave.

Fig.6 shows the comparison of wake fraction in pgrepeller plane between the smooth wall
configuration and rough wall configuration. As egfeel with the numerical model used, there is a
more or less constant offset between the two cordigpns, with the rough configuration showing
higher wake fraction distribution than the smoatimfiguration. Following the idea of wake fraction
being an integral of relative velocity in the prbgeplane is shown in Fig.7 it is possible to cddte

w for the different calculation cases, as showhable Ill.

Table Ill: Nominal axial wake fractions as integvalue
smooth | roughOl| rough02 roughOB

w | 0.275 0.331 0.305 0.299

0,9

wake fraction

angle position [°]

Fig.6: Wake fraction distribution smooth vs. rough@all

- L,

Fig.7: Nominal wake field comparison, left smoaight rough

147



4.2. Propulsion performance of hull + propeller

Once it is shown that the wake of the rough hukbkdifferent than the wake of the smooth hull the
matter of interest is the response of the propéellee most obvious response is closely relatetdo t

increase of resistance, because it leads to amaserof the propeller load and in most of the ctases
reduction of the propeller efficieney, as shown in Fig.5.

This effect does not describe the change of prepeiflow, which could possibly change positively
and in general procedures is not taken into accofinalyzing the propeller + hull interaction
following the principle of thrust identity followinresults could be obtained.

Table IV: Propulsion elements

Full Scale Trial Prediction Hull efficiency elements

Vs n PB t WS PE | etaH | etaR | eta0 etaD
[knots] | [rpm] | [KW] [] [l [ [kW] | [ [-] [] []

Smooth
modelscale| 17,0 66.1 7995 | 0.161 0.209 6234 1.060 1.002712 | 0.764

smooth 17.0 66.5 7849 0.106 0.187/ 6166 1.099 096818 | 0.754

rough02 17.0 69.9 10833 0.149 0.229 81270 1.,104 90.96684 | 0.724

Resulting figures are considered to be in plausiatee. Also the development looks as expected.
There is a considerably high increase in wake ifsacbut also in thrust deduction fraction. Thiade

to almost no change in hull efficiengy,. Relative rotative efficiency), does not change with
increased roughness and propeller open water egffigin, shows the expected decrease due to
higher propeller load basically implemented by liigher ship resistance. To put the results in a&mor
practical point of view following diagrams show spepower and rpm-power relations, also in
relation to the operational data of the vessel.

4000 TEU Container Vessel = ~ 4000 TEU Container Vessel
MMG Prediction : Engine power - Ship speed MMG Prediction : Engine power - Engine speed
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5. Conclusions

Finally it can be stated that the numerical modsduin the study lead to plausible results in both
resistance and propulsion situation. The efficiediyp can be separated into resistance increase and
propulsion efficiency decrease. The influence ofame roughness on resistance is clearly the main
part of the overall efficiency drop. Main interestthe investigation was the influence on the hull
efficiency elements and propulsion performance. figseailts in propulsion situation show there is a
rather small influence of the widened wake fieldtba propeller. The biggest effect on propulsion
efficiency can be identified as a result of incexhsesistance as well, whereas relative rotative
efficiency and hull efficiency are not significanthffected by the application of roughness on the
hull. Still there is an effect on the resulting RBidm the increased wake fraction.

It can be concluded that it is worth looking intmjpulsion simulations including wall roughness.
Even though the biggest part of the effects cawltained from resistance increase only, there are
significant changes in thrust deduction and waltion influencing the resulting RPM of the
propeller. Furthermore this investigation can bensas starting point for further studies in rougtne
on propeller surface also.
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Abstract

This paper describes study results of three bulk carrier data sets to investigate practical applicability
of 19019030. Changes in performance using operational data from three vessels of the same series
are calculated in conformance with 1S019030 part 2 and part 3. The results show issues of filtering
and reference condition removing too much of data which makes performance indicator results
unreliable. More similar study should carry out to investigate these issues and amendments to
1S0190d30.

1. Introduction

Since the beginning of the 1ISO19030 developmenynshipping companies and operators have
taken interest in the standard as they are fac#d aseintinuous pressure to reduce fuel and energy
consumption. Now, the first version of the standiarghublished, many are curious on the practical
applicability of the standard. To this end, a studys conducted to investigate the usefulness of the
standard using operational data acquired from thulecarriers.

1ISO19030, since its inception, aimed at a pracstahdard to be used in operation environment. For
example, wave correction was not included in tlaedard, as having no practical means to measure
wave. Therefore, validation with operational dataery important for the purpose of ISO19030

2. Operational data used in the study

For this study, operational data from three vesamdsused. They are all 178K bulk carriers carrying
coal and ores between South Korea and Australiay Hne of the same series, so their designs are
identical. Table :I shows main dimensions of the vessels. Since alele are bulk carriers, they
usually travel in either ballast or laden conditaord hardly ever in other load conditions.

Table I: Main dimensions of the vessels

Length between perpendiculars 282.00 m
Breadth, moulded 45.00 m
Depth, moulded 24.75 m
Mean draught, Laden 18.25m
Mean draught, Ballast 7.90 m

One vessel, designated as Vessel A, has oldegdttaring system with frequency of once in every 2
minutes. Vessel A is the only vessel with more ttvem years of operational data, and also equipped
with shaft power meter. Vessel A is also only vesisat has undergone dry-docking, when new anti-
foul paint and energy saving device (propeller dossap) are applied. Therefore, both before and
after dry-docking data is available. The other wegsels, designated as Vessel B and Vessel C have
newer data gathering system with frequency of anavery 10 seconds. However, their operational
data only include time span of about one year, rmmdry-docking has been performed. Also, shaft
power meter has not been installed yet, so onlyegpaalues calculated from SFOC curve can be used.
Table Il shows characteristics of each vessel saifmnal data.
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Table II: Operational data characteristics of eaetsel

Vessel A Vessel B Vessel C
Data begins at 2014-10-17 2015-10-29 2016-05-17
Data ends at 2016-10-12 2017-02-06 2017-02-06
Timespan of data 726 days 466 days 265 days
Dry-docking at 2015-11-12 none none
Data interval 2 min. 10 s 10s
Power Shaft power meter | Calculated from SFOC Calculated from SFOC
measurements Calculated from SFOC
Speed measurements Speed log Speed log Speed log

3. Vessd A calculation results

For vessel A, changes in performance before amd dft-docking are calculated in accordance with
current ISO 19030 standard. This result will confarith part 3 of ISO 19030 due to low frequency
of data. Reference period are set as before drightipand evaluation period is set as after dry-
docking. About 13 months of data is available feference period and 11 months of data for
evaluation period.

For all analysis in this study, ISO 19030 validatEoftware, developed by KRISO, was used. This
software was developed while ISO 19030 was beingldped and is freely for non-commercial use.
The initial analysis results are shown in Table IlI

During dry-docking anti-fouling paint and PBCF wexgplied to Vessel A. The result shows that hull
cleaning effect, new paint and PBCF jointly hav@iaved the performance of Vessel A as much as
almost 10%, which seems reasonable value.

However, from original 370,122 records, less 10%sed for actual performance calculation. About
half of records are eliminated during filtering aalolout 85% of records are eliminated because they
are out of reference condition. Further detailedlysis of filtering and reference condition is smow

in Tables IV and V.

Table 1lI: Vessel A calculation results using shadtver values

No. of data records 370,122
No. of data records after filtering 190,642
No. of data records after validation 161,790
No. of data records in reference condition 24,V76
Average PV of reference period -13.07%
Average PV of evaluation period -3.12%
Pl 9.95%
Table 1V: Detailed analysis of filtering results fdessel A
Parameters No. of records filtered ouit % of recditised out
Speed through water 32,844 8.87%
Power 33,052 8.93%
Shaft revolution speed 30,607 8.27%
Relative wind velocity 32,61y 8.81%
Relative wind Direction 32,907 8.89%
Speed over ground 24,213 6.54%
Heading 31,718 8.57%
Rudder angle 33,08 8.94%
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Table V: Detailed analysis of reference conditiesults for Vessel A
No. of records out of % of records out of

Criteria i ”

reference condition| reference condition
Wind speed 42,855 58.40%
Water depth 7,290 9.94%

A1

Power not within rangg 11.217 15.29%
of speed-power curve
Rudder angle 4,864 6.63%

In 1ISO19030, filtering is based on Chauvenet'secidt for outlier detection. During filtering, no ®n
parameter stands out as the main reason why so oatehis filtered out. However, in reference
condition, about 60% of data is out of referencedtmon due to wind speeds higher than 7.9 m/s.
Since Vessel A had shaft power meter installedpopmance analysis using shaft power meter values
and using brake power values calculated by SFO@ecwas also compared to find out if there are
any noticeable difference between them. Table 3Hows the results using brake power values
calculated from SFOC curve. Comparing Table #hd Table Vi, there is negligible difference
between using shaft power values and using brakepealues calculated from SFOC curve.

Table VI: Vessel A calculation results using SFQ@ve

No. of data records 370,122
No. of data records after filtering 190,187
No. of data records after validation 161,120
No. of data records in reference condition 20,801
Average PV of reference period -14.45%
Average PV of evaluation period -5.20%
Pl 9.25%

4, Vessal B calculation results

For Vessel B, since it did not undergo dry-dockidgta is split in half and the performance change
between first and second half is calculated. Theselts confirm with part 2 of current ISO 19030
standard. Table Vilshows calculation results. While less than 7%adfdvas filtered out, still 99%
of data was being eliminated due to out of refeeezundition. The change in performance is almost
negligible (<1%). Further analysis in referenceditton, Table VI, shows the same tendencies as
Vessel A, as wind speed is the main reason most @a#side of reference condition. Compared to
Vessel A, number or records with power values nittinvrange of speed-power curve was unusually
high.

Table VII: Vessel B calculation results

No. of data records 2,412,691
No. of data records after filtering 2,248,998
No. of data records after validation 1,623,716
No. of data records in reference condition 55,961
Average PV of reference period -13.81%
Average PV of evaluation period -14.34%
Pl -0.54%
Table VIII: Detailed analysis of reference conditi@sults for Vessel B
. No. of records out of % of records out of
Criteria iy "
reference condition| reference condition
Wind speed 583,817 71.10%
Water depth 100,159 12.20%
Power not within range of speed-power curye 554,240 67.50%
Rudder angle 23,516 2.86%
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Since changes in performance seems to be very ,smaihtenance trigger was calculated to
investigate whether it can show general decreaperiiormance over time. First three months is used
as reference period and evaluation periods ardysetplitting the rest of data into three-months
blocks. Table IX shows that maintenance trigger does not showbfeli@sults as we expect general
decline in performance when no dry-docking or neriance are done.

Table IX: Maintenance trigger of Vessel B

Begin at End at Avg. P f Difference Differenpe
rom reference| from previous

Reference| 2015-11-01 2016-01-31 -13.94% - -
2016-02-01| 2016-04-30 -13.14% 0.80% 0.80%
Evaluation 2016-05-01| 2016-07-31 -8.36% 5.58% 4.78%
2016-08-01| 2016-10-31 -11.67% 2.27% -3.31%
2016-11-01| 2017-01-31 -16.22M% -2.29% -4.55%

5.Vessd C calculation results

For Vessel C, the same as Vessel B, data is ggtialf and the performance change between first and
second half is calculated. These results confirth part 2 of current ISO 19030 standard.

Table X: Vessel C calculation results

No. of data records 1,542,991
No. of data records after filtering 1,419,2p0
No. of data records after validation 1,049,521
No. of data records in reference condition 127,269
Average PV of reference period 0.23%
Average PV of evaluation period -3.26%
Pl -3.49%
Table XI: Detailed analysis of reference conditieaults for Vessel B
o No. of records out of % of records out of
Criteria o ”
reference condition| reference condition
Wind speed 247,165 65.04%
Water depth 5,481 1.44%
Power not within range 7076 1.86%
of speed-power curve
Rudder angle 2,218 0.58%

Table X shows calculation results. The results sti@same tendencies as Vessel B. Only 8% of data
was filtered out, but 88% of data was being elingédadue to out of reference condition. However, it
shows small decrease in performance. Further asdlyseference condition, Table Xlshows, the
same as Vessel A and Vessel B, wind speed is the reason for most of data being outside of
reference condition. Also, unlike Vessel B and Emto Vessel A, number or records with power
values not within range of speed-power curve wag small.

6. Discussions
6.1. Effects of data frequency
ISO19030 part 2 requires data frequency higher timme in 15 seconds, but part 3 can be applied for

lower frequency data. Further analysis by sampiiogn Vessel B and Vessel C data set shows that
data frequency has higher impact on analysis sethdin expected, as shown in Table XII
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Table XII: Effects of data frequen

Data interval 10s 30s 1 min. 2 min.
No. of data records 2,412,691 804,230, 402,115 201,057
% of data filtered out 6.78% 15.15% 26.64% 46.02%
% of data invalidated 27.80% 24.58% 20.20% 12.57%
% of data out of reference condition 96.55% 96.27% 95.83% 95.35%
Average PV of reference period -13.81%-14.28%| -15.10%| -15.98%
Average PV of evaluation period -14.34%-14.49%| -14.63%| -14.46%
Pl -0.53%| -0.21% 0.47% 1.52%

Since filtering criteria is based on the standardreof mean and lower frequency data has higher
variance for parameters with rapidly changing vaJuewer frequency data will lead to more data to
be filtered out. However, 50% of data being filtkri®r being outlier does not conform with the
intention of filtering. In 1ISO19030 part 3, clauSes, filtering and validation are required for data
frequency higher than once in 10 minutes. ResnoliBable XIt shows that effects of data frequency
in filtering should be further studied and newsilhg criteria to be developed for more stablefiig
performance.

Also, performance indicator value seems to be sensitive to data frequency, but this is believed t
be due to too small amount of data remaining fafopmance value calculation. If enough data is
available, performance indicator should give stablees regardless of data frequency.

6.2. Reference wind condition

Table XIII: shows how much data is eliminated due to wind dgeng too high and it shows too
much data is being eliminated. The purpose of esfez condition is to exclude data from infrequent
and bad weather condition. However, results in @afll: shows that normal operating weather is
being eliminated and further study is needed tddgewhether reference condition is to stringent.
This can also be the reason for unreliable maimemé&igger results in Table 1X

Table XIII: % of data out of reference conditionedio wind speed

~

Vessel A| VesselB| Vessel C
58.40% 71.10% 65.04%

6.3. Speed-power reference curve

All three vessels were cursing in slower speed iesign cruising speed. Therefore, using speed-
power reference curve acquired during design, edraround design cruising speed does not cover
much of power range measured in operational dat@as fortunate that new model tests were done
for research purpose and they were used in the,sbud this generally not the case. Therefore, most
of ships may not have speed-power reference curwering all operating power ranges.

From ship operator’s view, only practical solutiocluded in both 1ISO19030 part 2 and 3 is passive
monitoring approach as in 1ISO19030 part 3 clau8el2.2. However, conditions outlined in clause
5.3.1.2.3 requires the same filtering, validatiomd aeference conditions as in part 2. Therefore,
previous discussion issues will also arise whenigiog data for passive monitoring approach.

Also, for vessels in same series having identiedigh, they all have same model test results.
However, even with the same design, their actua¢dgpower performance may slightly differ. This
can be identified if speed-power reference cureenfsea trial is available, but many are found to be
without sea trial results. One way to accommodaite in the similar fashion as in sea trial analyis

to use model test results and shift it in powes dgiobtain new speed-power curve, thus covering al
operating power ranges of each vessel. It can ksilgg more accurate than fitting data to a new
curve as in ISO19030 part 3 clause 5.3.1.2.4.
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7. Conclusions

In this paper, study results of applying 1SO1908@hree sets of bulk carrier data is described. The
results show that ISO19030 can capture changegoddey-docking, where anti-fouling paint and
PBCF were applied. Performance indicators calcdlatging shaft power measurements and brake
power calculated from SFOC curve are in good ages¢m

However, there are a few issues unresolved. TBedine is that filtering criteria is too stringdat
exclude too much of data, especially when datauleqy is low. The other one is wind speed
reference condition is not appropriate for norm@gration environment. These issues led to too much
data being eliminated and thus making performandiator unreliable.

More study on these issues should be carried @ufram study results, general conclusion as to how

ISO19030 should be amended should be drawn anddpplorder to improve practical applicability
of 1ISO19030 standard.
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Abstract

Speed Through Water (STW) is a critical variableewldetermining a vessel's performance. For
example, any inaccuracies in speed are exacerbatethe admiralty coefficient, because it is
proportional to the third power of STW. Eniram ldeveloped a Virtual Log to accurately estimate
STW using various data sources such as speed $gged Over Ground (SOG), current forecasts,
and propulsion related data. The Virtual STW canubed to quantify data quality issues in speed
logs. In this paper we perform a study using dadanfone year and hundreds of vessels and find two
main categories of quality issues. First, the spegd are often miscalibrated, i.e. the measured/ST

is systematically too large or two small in certaspeed ranges. Second, sometimes speed logs
provide noisy and clearly erroneous measuremengsguéntify how prevalent both issues are in the
Eniram installation base depending on ship type.

1. Introduction

Marine transportation vessels have increasingly plexndata systems capable of producing large
amounts of information about vessel performance piirpose of these data systems is the growing
need to quantify and optimize vessel performanadic@ measurements for vessel performance
include those pertaining to vessel speed and caoisum To quantify consumption, it is common to
track either power used at propeller or fuel ugedain engines. To quantify speed, the speed throug
water (STW) can be measured with an onboard dealted the speed log. Because the ship can be
traveling with or against currents, this reading dédfer from the speed over ground (SOG) measured
by a GPS system.

The importance of an accurate STW measurementuisdeted by three examples. First, varying
currents change the distance needed to travelghrawater between two ports. Aiming for just-in-
time arrivals increases your fuel efficiency, beguires a fine-tuned STW measurement. Second, a
marine vessel's performance depends on the hulpeskller condition, which can deteriorate due to
biological fouling (organisms accumulating on thél Isurface), paint degradation and other factors,
or improve due to a dry docking or cleaning of thél, for instance. Even small changes in STW
have a significant impact on propulsion power detnarthis is obvious by just looking at the speed-
power curve of any vessel. Since the relationslafween propulsion power and vessel speed is
roughly cubic, increasing the speed from 10 knot4Q@.3 knots would already have roughly 10 %
increase in propulsion power demand. The cubidiogiship implies an amplification of noise in the
STW and hence an accurate STW is required disshgthie slowly evolving fouling signal from the
noisy background. Third, when assessing the onbefficiency of any navigational operation (ballast
operations, course change, etc...), the key is tovkmmw much you gained or lost speed if you kept
the rpm or power constant.

Even though STW is the most important measuremenerims of energy efficiency, it is often
unreliable. Before the current trend of energycedficy monitoring, the speed log was considered
mainly as a backup system for GPS and thus theaogcand reliability were secondary. A widely-
used method for measuring STW is an instrumenéddloppler Log that transmits ultrasound pulses
from the vessel, and measures the backscatterfemhdubbles, biological material, and turbidity in
water. The frequency shift (Doppler shift) can bézed to calculate the speed of the vessel thinoug
water. Another common method is an electromaghagicn which an electromagnetic field is created
in the water. A water flow through the field indsca voltage on the sensor. The amplitude of the
voltage depends on the STW.
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Measuring STW using the aforementioned methods del@ate task and prone to errors. What if
there aren’t enough impurities in the water for Ereppler log pulses to echo from? Could the hull of
the ship alter the measured water flow such thasissnements are inconsistent (and depend on
draught and trim)? Does the measured STW corresporttie hydrodynamically relevant STW
experienced by the ship, i.e. is the STW measuremene at a relevant depth? Are the sensors
calibrated well, or is there a calibration mismadigpending on e.g. temperature? Is there an interna
logic in the speed log, e.g. switching to bottoacking when in shallow waters? All these questions
cause concerns. SBes (2016¥or a more detailed discussion.

When examining speed log data, two separate iséaed out. First, due to, e.g., the aforementioned
difficulties, the speed logs can sometimes behawe ery erratic manner. Secondly, the speed logs
experience calibration issues. Thus the long-tereregye difference between SOG and the measured
STW differs from zero. A common way to assess fhezd log quality is to compare the speed log
readings to SOG obtained from GPS. This type olyaitacan reveal potential calibration issues, and
one can even derive a correction for STW readirgeth on the long-term differences, see, ean
Baur (2016) However, this method does not fix the erraticesdbr of the speed log, nor does it
account for possible changes in the calibratiotofac

Meteorologists and oceanographers have developelisscated numerical models for predicting
ocean currents. These forecasted currents alony méasured SOG on board can be used to
determine an estimated STW. This measurement habiss in the sense that the long term averages
are roughly correct, but, as it is based on fortscgsnerated by numerical models, momentary errors
can be high. These forecasts are widely used inskiygping industry; for instancd3os (2016)
discusses how current forecasts can be used tesabsereliability of speed logs.

Another, less widely adopted technique is to baildydrodynamic model of the ship, possibly taking
into account such effects as wind, shallow watets, seePyorre (2012), Solonen (201&r some
discussion. The problem with this approach is 8fdps experience changes in hull and propeller
performance (e.g. due to fouling of the hull), whis often neglected in such approaches. Also this
framework depends on many data sources, e.g. vandoss, which leads to missing or incorrect
values if one of the data sources breaks or isimgjss

2. Eniram Virtual Speed Log

The Virtual Speed Log, Fig.1, is a virtual sensapplication that combines propeller data, SOG,
speed log data, and current forecasts with modétirgyoduce a high-quality and correctly calibrated
STW, denoted Virtual STW. The Virtual Speed Log cperate with real-time data and continuously
updates itself to account for the current condgjofouling or other hydrodynamic changes. The
model can also operate with a reduced set of ingduesg. the current forecasts or speed log data i
unavailable.

RPM, torque + modelling SOG via GPS STW from vessel Current hindcasts

V= f(n,Q)

Virtual STW

Fig.1: Schematic of the Virtual Speed Log
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2.1. Hydrodynamic Model

The performance of a propeller at a given speeslabér flow and rotation speed can be described, in
the open water, deep-sea approximation, with twedsionless functions called the torque and thrust
coefficients:

_ Q
KU ® = psp
Kr(J.B) =W-

This parametrization is derived from dimensionallgsis. Here) denotes torqud, denotes thrush
is water density, D is diameter of the propelled a is revolution speed. The functions are turoed f

a given propeller with a set of dimensionless patens@ andfS?, and they depend the dimensionless
advance ratig = vA/nD, wherev, is the water speed at the propeller. When thegbierpis placed

near the ship hull, the wake field of the hull chpas the water speed at the propeller, and hence
less than the STW,,. For simplicity of this analysis, we now sef = v,,. For a more detailed
introduction,Bertram (2012)

The functionsk, andK; are often expanded around a typical operatingtgci], to first or second
order inj. For the purposes of data-based modeling, thidtseseveral unknown coefficients that can
be fitted to the data. We note that the equationkfp already provides a method to estimate STW
based on RPM and torque. However, here the tasgetwrite a statistical state-space model with an
observation function of the forfi(s,) = z, + &, wheres, corresponds to the modeled state of the
ship at timet, F is the observation functiod, is the set of observations at that time, anis the
observation noise. The benefit of this kind of fatation is that it is easy to account for missiragad
and to combine different data sources with varimyels of reliability. Hence, we take a slightly
different approach, where we do not expand arobadypical operating point but around a calm-
sea point.

The hydrodynamic and aerodynamic resistance expmrtk by a ship is commonly divided into
several additive terms. We write the total resistaask (v,,, 4; ¥), where there is a dependence on the
STW, andii, whose components contain relative wind and infdiom on waves, squat, stabilizers,
etc. The resistance function is tuned for a givhip with the parameterg, commonly called
resistance coefficients. Next, we divide the te&istance into two terms. The first term gives the
expected resistance at a certain speed and inwoseecalm-sea conditions, while the second term
encodes the resistance caused by external corgldiiaring from calm-sea:

R(vw'aR;]f) = Rcs(vw;_f) + RAEUW' Up;7)
Res(my; 7) = R(vy, tes(vy,); 7).

Hereu.s(v,) defines the calm sea conditions as a functionTéVSfor example, the relative wind
speed is taken equal to STwand waves are set to zero. Now, if there is reelacation, we can
equate thrust and resistance, and write:

Q
Ko (7’0() ~ pD5n2
Res(Ww; 7) + Ry
pD*n?

! Vector-valued variables are distinguished by a bar over the name.
? Hence the calm sea resistance contains wind resestxperienced when true wind is zero.
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It is worth noting that in an approximatioRy(v,,; 7)~v2, and hence

Res(w; 7) ~]2
pD*n? '
This curve will always cross thé, curve (which his decreasing as a functiorf)adt a crossing point
corresponding to the calm-sea advance ratioThis value is numerically at the larger end & th
operating range of the vessel, jg.> J,. In other terms, on average, the extra resistApce 0.

Given a certain form of the torque and thrust doigfiits, and the calm-sea resistance, a possibly
nonlinear solution for th€@ andn can be derived in terms of, andR,. For an analytic approach, it

is useful to note thak, is usually small compared ®.,. Hence the equations can be solved as a
perturbation seriésn R,/R.s. As a result, we have two equations, where tharpaters have been
collected into a new vectar

Q = f(vw, Ry; A)#(1)
n = g(vy, Rp; ). #(2)

2.2. Statistical Model
Using (1) and (2) requires a decision on how to eh@q, with several options available:

1. Model R, as a time-dependent unknown. At high data freqeen®, should evolve
relatively slowly, hence providing a constraint e behavior ofQ, n andv,, (locally in
time).

2. Model R, by using data on winds, and waves, and othertaggis sources. This has the
downside that the model becomes more complex (@sestance coefficients have to be
learned from data) and also dependent on additidatl sources, which can break or go
missing.

3. Model R, partially using wind and wave data, and partialya time-dependent unknown.

The Virtual STW approach is based on a time-depangle In addition, thel parameters cannot be
taken constant as they change if the ship devdtapmg, or if other changes happen in the calm-sea
behavior (e.g. draft changes if it is not modelétincel is assumed to be a slowly evolving time-
dependent parameter.

In addition toQ andn, the model uses observations of SO{;)A( the current forecast), and the
speed log readings(,). The observation for SOG is written as estim&&dlV plus estimated current,
where the estimated current changes slowly. Thergason for STW is modeled by introducing a
multiplicative calibration factor (x). Hence the observation functions used to linkabsgervationg,

n, vy, vy, andc to the estimated variables (specified with a bag timet can be written

S

Q=f (ﬁw,b Raes At) t &t

% This is similar to solving as perturbation seiieg — /.

* The label g refers to Ground; v, is the speed of the ship relative to ground (earth’s reference frame), while v,
is the speed of the ship relative to Water.

> Some speed logs have a table of speed offsets, so a more accurate approach would require that the calibra-
tion factor is an arbitrary function of STW. However, the calibration factor can change due to crew recalibrat-
ing the speed log device or due to calibration depending on circumstances, such as sea temperature. These
facts add another layer of difficulty to the estimation task and hence we decide to use the simplest possible
model.
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S

n=g (ﬁw,t;RA,ti At) t+ &t
Vgt = Dye+ 6+ &3¢
Vw,t = ft_lﬁw,t t et
Ce = Cp + &5
RAavg = RA,L“ + &t

The last equation is necessary to calibrate thedaythamic model. The extra resistance should be
centered around some typical positive value cdetioby Ry,,,, @ parameter of the model. In the
absence of a current forecas},(an observation of the forth= ¢, + &5, is necessary to calibrate the
speed log (i.e. to determing).

The evolution equation for the state variableseists a random walk, i.e. for the estimated vaaabl
(collectively denoted) we have:

o

S¢ = Sg—1 + M.

We have introduced two random variablésryf), where the first controls the measurement naisd,
the second controls the evolution speed of the skiaf, i are distributed according to a multivariate
Gaussian distribution, uncorrelated in time, tHermodel can be calibrated with the Kalman filtgrin
method. There is a hierarchy in the evolution spemmhtrolled byj. The state variable®, and¢ can

evolve relatively fast compared icandz.
2.3. Virtual STW Examples

To validate the Virtual STW model, we can compara simple minimum-bias robust STW model:
the STW calculated from SOG and forecasts, i.eedast STW. In equatiohs

Vwit = Vgt — Ct

STW
STW

+++ LOG Reading Forecast STW Virtual STW

o ® ® O o
% “ AN <

Fig.2: Speed log with calibration error Fig.3: Speed log with erratic behavior

In Fig.2 we present a time-series figure of a tgpiniscalibrated speed log. Comparing the Forecast
STW to the speed log reading, it is evident thatdpeed log is miscalibrated. Virtual STW follows
the qualitative behavior of the speed log accuyatit is more centered around the Forecast STW. In
Fig.3, we show an example time-series of a vergtierrspeed log. The speed log readings are
extremely unstable, but Virtual STW displays a oeable behavior.

® The vector nature of these equations is omitted here.
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Fig.4 shows a scatterplot of Virtual STW vs Foré&BW, and speed log vs Forecast STW. The data
is selected from hundreds of ships. Different vissare given a different color. In the plot witheggl

log, certain vessels cluster in areas where eitiee6Speed log reading is too large or too smakséh
ships have miscalibrated speed logs. In additioeret are many data points for which the speed log
reading is 5-15knots below that of the Forecast STWeése correspond to the erratic behavior of the
speed log. In the Virtual STW plot, such behavame absent, and the points cluster nicely arouad th
diagonal.

Fig.4: Speed log reading and Virtual STW vs Fore833V. Color indicates vessel.
3. Quantifying Speed Log Quality
3.1. Data

The study is based on the Eniram database. Thentatzgber of vessels selected for the study is 186,
Table I. Each ship is labeled either ‘cruise’ aargo’. Data is selected from the full year 2016eTh
analysed dataset contains the first 30-second saofiach hour. The data is further filtered toem
where the current forecast was available, and SOdhave 6 kn. The total number of data points for
the study is 784133. Mainly we are interested imjgaring the speed log reading to Virtual STW
However, to validate the results based on VirtdaNSwe will also compare to Forecast STW.

Table I: Overall description of data

Ship Type| Number of Vessels Total number of dataisoi Number of valid datapoints
Cruise 99 809827 445394
Cargo 86 627551 336546
Total 186 1445515 784133
3.2. Method

The first quality indicator will be the calibratidactor found by the Virtual Speed log, i, which
should be equal to one for a correctly calibrajgees log. To compare to the Forecast STW, another
calibration factor, denoted, is taken constant for the whole year for eaclselesind is calculated as
median(%,, . /vy,.) Over data filtered with the condition that SOGkn6Since the miscalibration of a
speed log will produce a bias in the measured Sthe/resulting residual (STW — Virtual STW) will
not be zero-centered for some vessels. Hence sidued does not necessarily correlate with erratic
speed log behavior. Instead, we will look at thetrddution of the residual of the calibrated STW,
which should be centered around zero:

7 Obviously Virtual STW is not completely correct either. It is still robust against the erratic behaviour and will
be better calibrated than the speed logs in general.
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Tt = XtVwit — Vw,t#(z)
Tt = XVwt — Vwpit

The indicatorgr, X, 7, X¥) will be aggregated and visualized for both thegyoaand cruise segments.
In addition to the distribution of both indicatorse also show the percentage of data points with
errors less than some value:

N

1
ecdf,(R) = = Y (re < R #(3)

t

N
1
ecdfs(0) = 1Y (11 = 2| < X) #(®)
t

3.3. Results on Calibration Factor

In Fig.5 we present the results of the analysishencalibration errors. Surprisingly, in generad th
cargo vessels outperform the cruise vessels: n8afly of vessels have calibration error less than 2%
compared to the 55% of cruise vessels at the saark. rhis is explained by the fact that the
distribution for cargo vessels is better centemediad the expected value of one, while cruise Issse
seem to have slight bias towards the negative gitleextreme calibration errors, the amount of
vessels is more even, and some vessels displdyatadin errors up to 15%. The results are simiar f
both the Virtual STW and the Forecast STW.
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Fig.5: Speed log calibration factor statistics. @& left, we show the distribution efandx, while on
the right, we ploecdf, andecdf, see Eqgs.(3) and (4).

In Fig.6 we quantify the amount of change in thébcation factorx; by calculating the standard
deviation over the year for each ship. In this pibts seen that the calibration factor has chdnge
much more for the cruise vessels than for the caegsels. There are some possible explanations for
this difference. First, it could be that the cru@estomers typically care more about the speed log
calibration and hence tend to recalibrate morenoftéowever, calibrating the speed log is difficult
and it is possible that these recalibrations result further need to recalibrate again. Seconel, th
speed logs might be more prone to e.g. temperatfteets. Third, the study dataset contains the STW
reading which was displayed onboard, so if theeeraultiple speed logs with differing calibration
errors and the crew is switching between themptbdeled calibration factor will also vary.
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Fig.6: Standard deviation of calibration factor éach ship
3.4. Results on Residual

In Fig.7, we show the results on the speed logendsrprisingly again, the speed logs on cargo
vessels outperform those on cruise vessels. Frogo e@ssels, about 85% of data points have a noise
level of less than 0.2 knots, while for cruiseslésan 70% of data has similar qudlit€omparing to

the results using the forecast STW, it is clearftihecast STW contains more noise.
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Fig.7: Speed log noise statistics. On the left,slwew the distribution of and#, while on the right,
we plotecdf, andecdf;, see Egs.(3) and (4).

3.5. Implications for Performance Assessment

It is interesting to interpret the results in terafigheir effect on estimates of vessel efficiensince
the admiralty coefficient (ignoring draft variaten

3 3
ad~2w 530w
P P’

®1n unpresented results, we find support for the hypothesis that speed log data is noisier in shallow waters.
Although cruise vessels sail more often in shallow waters, the presented results would be largely unaffected by
filtering data based on the deep-water condition.
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the third power of the calibration factor is anreste of the ratio of the “correct” admiralty facto

the one calculated with the speed log reading8Fgows the distributions of the third power of the
calibration factor. Now the distributions look diiaally wider than before, and for the majoritythé
vessels, the true performance is over 5% off frova measured one. Thus vessel performance
estimation is particularly sensitive to calibratemors.
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Fig.8: Implication of calibration on admiralty fact On the left, we show the distribution ot and
%3, while on the right, we platcdf,: andecdf z3, see Equations (3) and (4). The top row is
based on Virtual STW as the reference STW andatiern row is based on Forecast STW.

The amount of noise in the speed log mainly efféetsresolution of detectable performance changes
e.g. in the event of installation of a propelleeryy saving device. In Fig.9, we show a comparigon
admiralty calculated based on a relatively highlitgaapeed log to that based on Virtual STW. The
noise-level in the admiralty calculated with Virk&T'W is visibly smaller.

Based on Calibrated STW Log
Based on Virtual STW

00:00 12:00 00:00 12:00 00:00 12:00
18-Oct 19-Oct 20-Oct

Fig.9: Admiralty time-series

4. Conclusions

We introduced the Eniram Virtual Speed Log, whistaivirtual sensor application that models the
ship hydrodynamics and uses propulsion related tagther with speed data (SOG, STW, current
forecasts) to estimate the most likely STW, calMddual STW. By validating against a STW

calculated from SOG and current forecasts, it viiasva that the accuracy of Virtual STW is superior
compared to speed log data. We then used the VBIIM/ to evaluate and quantify vessel speed log
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quality. We find that calibration errors are ralaty common and have a significant impact on vessel
propulsion efficiency estimation. Moreover, califiwa errors can change in time and hence greatly
impact performance monitoring solutions.
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Automatic MRV Reporting with Use of On-Board
Perfor mance Management Systems

Wojciech Gor ski, Enamor, Gdynia/Polangyojciech.gorski@enamor.pl

Abstract

European Parliament and the Council of Europeandonadopted on 29 of April 2015 regulation
(EU) 2015/757 on the Monitoring, Reporting and Yleation of carbon dioxide emissions from
maritime transport (further referred to as MRV).iF hegulation was recently amended with detailed
methods for determination of cargo quantity, fushsumption, travelled distance and £&nissions.
Set of amendments published on 16 of December &iablishes the base for unified approach to
MRYV. Regulation will concern all ships over 500@gg tonnes visiting EU ports after 1 January
2018. However already by 31 of August 2017 the taong plan for compliance with MRV must be
prepared for each concerned vessel and submittedetdier for acceptance. Adoption of MRV
regulation will require significant bureaucratic fefts in data collection, verification and post-
processing both for ship crew and owner officesWdrkload may be substantially reduced with use
of performance management systems. Paper preseatspgproach to MRV data collection and
reporting in simple, amiable manner. Special aitamtis paid to minimise crew involvement,
automate data collection, smoothing post-procesaimdjassure data integrity.

1. Overview of MRV regulation

According toIMO (2014)international maritime shipping is responsible?2.6f global greenhouse
gas (GHG) emissions. What is more worrying shippéngissions are predicted to rise by 50% to
250% by 2050 depending on the economic and enesgguenption development scenario. This
perspective is in drastic dissonance with ambitgaeds of preventing climate change.

Although EU supports global actions led by IMO lg@anotices lack of agreement on market-based
measures applicable for whole maritime shippingt@edincluding existing ships. Monitoring,
Reporting and Verification of carbon dioxide emigss from maritime transport (MRV) is therefore
an element of global EU strategy to reduce GHG sions from shipping. This strategy comprise
also setting up GHG emissions reduction targets @efthing mid to long term market-based
measures implying GHG reductions.

EU Parliament and the Council of European Unionp&eid on 29 of April 2015 regulation (EU)
2015/757 on MRV,EU (2015) This regulation was recently amended with detaileethods for
determination of cargo quantity, fuel consumptimayelled distance and G@missions published on
16 of December 2016. It establishes the base filledrapproach to MRV. Regulation will concern
all ships over 5000 gross tonnes visiting EU pafter 1 January 2018. Starting 31 of August 2017
the monitoring plan for compliance with MRV must peepared for each concerned vessel and
submitted to verifier for acceptance. Adoption dRWlregulation will require significant bureaucratic
efforts in data collection, verification and postpessing both for ship crew and owner office. This
workload may be substantially reduced with use efggmance management systems. Furthermore
use of performance prediction models (being integmet of performance management systems) build
based on data collected during ship’s operationthashighest potential for effective reduction of
emissions.

2. Data collection
Data collection constitutes the essential parthef ¢arbon dioxide monitoring process. It must be
carried out during all voyages which starts or endsorts of a member state. Selected method af dat

collection must be provided in monitoring plan andst assure data accuracy and integrity. Although
MRYV regulation allows, in certain cases, for yeadporting it is insufficient to collect data tatebr
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such a long time period. In certain conditions \g®ydoased reporting is required but even for such
case additional division is mandatory. Due to thet fthat carbon dioxide emissions should be
attributed separately to periods of voyage and gtast data shall be aggregated at minimum for those
periods. In general any of following changes if ratorded in continuous manner shall result in data
collection:

* Fuel switchover,
e Port arrival and departure if combined with cargsgenger operations,
e Anchorage.

If a ship is not equipped with data collection eystallowing for continuous recording MRV related

parameters (i.e. fuel consumption of each typeadie sailed and amount of cargo) fulfilling the EU

regulation will result in additional crew dutieste® will have to determine necessary data in timely
manner which may interfere with its routine workirthermore processing of collected data in order
to prepare required reports creates an additiamaldoicratic burden.

Use of the ship performance management system®anathbmay tremendously simplify monitoring
and reporting of carbon dioxide emissions. Systbased on automatic data collection used for the
purpose of ship performance management usuallgtezgnformation required for MRV. Therefore it
is natural to develop appropriate interface forghgpose of MRV.

Enamor offers ship performance management syste@®SE8hich is installed on over 100 ships.

Since beginning of 2016 system undergoes majoradgiggin a course of R&D project sponsored by
The National Centre for Research and Developmemggn@ey of Minister of Science and Higher

Education in Poland). ESOS successor, named Seaferf", will optimize operation of the vessels

in various ways including reduction of pollutariteplementation of new European MRV regulations
is included in the scope of research works.

SeaPerformél (as well as ESOS) allows continuous monitoring aegistration of vital
performance parameters provided by ship systemsamsbrs. There is variety of interfaces provided
including NMEA, Modbus, CanOpen, TCP. It is alscengor manual entries making the system
independent of specific ship configuration andrifisiges.

Manual data entry is used in case specific dataatare measured (missing sensor e.g. wave sensor)
or existing sensor does not provide data outpgt feechanical flow meter). SeaPerforfffeoffers
common interface for the purpose of performancdyara, EEOI and MRV. This unified approach
makes data collection more efficient especiallycase the same data are collected for different
purposes (EEOI and MRYV).

Interface is intended to be used on regular bagisesery 24 hours or at any time when important
parameter, which is not monitored continuously ngfes. It serves two purposes. Firstly it aggregates
data (travelled distance and consumed fuel in chs&RV) and stores it for report preparation.
Furthermore it supplements on-board database \aithnpeters which are not continuously monitored.
In such case SeaPerforiémaintain the same value for subsequent datab@sedee until next
manual entry is provided (e.g. cargo quantity).i€gpdata collection scheme during a single voyage
Is presented on Fig.1. Numbers in grey circle dentdte moment in time when data entry with use of
the interface is prepared. Entries describe tHeviahg:

1. End of voyage first stage following departure (Ulsuater first 24 hours),

2. End of voyage following stage (usually each 24 kpwalways on port arrival and on
beginning of anchorage),

3. End of cargo operations in port,

4. End of port stay (departure),

5. End of anchorage.
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Fig.1: Scheme of MRV data collection during singip

Manual data interface consists of collection ofdsafEach card allows for gathering information of

similar nature e.g. separate card for consumptfogaoh fuel type and another for amount of cargo.
Cards in general consist of two sections. Firstiseccontains aggregated values of continuously
monitored parameters. Second section allows forualaentry. In case certain parameter is not
monitored, first section remains empty or (for stdd parameters) contains value provided in
previous session. Operator may accept automatiagtlyegated value or may provide different value
e.g. in case of sensor malfunction. Both values stoged and clearly indicated in data entry.

Deviations from automatically aggregated valuestrhasexplained which is also stored in a database.

Manual data collection is a critical task. It ismé& consuming and prone to human error. Therefore
appropriate interface must simplify this task anidimise the possibility of entering incorrect data.
Taking into account these principles SeaPerfolthesffers unified, contextual and conductive
manual entry interface. Each of these propertigsires deeper explanation.

Unification of manual entry interface allows usithg same data collection scheme irrespectively of
the purpose. No matter if data collection servasopmance analyses, EEOI or MRV reporting the
same interface is used. User familiarisation predestherefore much quicker and what is more
important the same data used for different purpasesollected only once.

Contextual interface takes into account informapoovided by user at current data entry session and
information collected in previous sessions. Thig/waterface adjusts its content to minimise data
entry requests. Collection of destination port fnfation serves as an example of contextual
approach. This information is requested only inc#pe condition i.e. after first voyage segment
following port departure. During subsequent segmatata entries arrival port information is not
requested. Contextual interface greatly simpliffessdata acquisition process.

Conductive approach shall be understood as macthinged process of data gathering. In a
combination with context sensitivity it allows gki@and effortless information acquisition. User

interaction is minimised to those entries whichrazirbe determined by a system itself. It is a great
advantage in case of (at least partially) automeegd collection systems where appropriate data pre

processing can be done in a background (e.g. aagwegof fuel consumption) minimising time-
consuming user data manipulations.

2.1. Required data

Execution of MRV implies the following set of ddtabe recorded:

» Date and time of port departure and arrival,
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* Amount of carbon dioxide emission,
* Travelled distance,

e Time spend at sea and in ports,

e Transport work,

In case any of the above parameters cannot bentdetst directly also its components must be
recorded in order to allow verification.

2.2. Data sources

In general all MRV related signals can be registdrg means of data collection system being a part
of SeaPerformél. Following section describes data sources requed@utomated data gathering.
Date and time of port departure and arrival is rheiteed based on GPS time signal in case data entry
is done at the time of event. It can be also pedicktrospectively by manual date selection. Select

of event time defines the aggregation period whasls from previous data entry. Port names can be
selected from drop-down table using name initiadst codes or country name. EU ports are specially
indicated on the port list therefore voyages swiactfor the purpose of MRV can be done
automatically.

Amount of carbon dioxide emission is determinednulrect method using the formula
CO, Emission = Fuel consumption X Emission factor

Since theEmission factors fuel specific, consumption of each fuel typesiroe recorded separately.

Consumption is determined by aggregation of fuelvfl Fuel flow data are generated by the fuel
consumption monitoring (EFCM) subsystem. It is ukedhe purpose of interfacing fuel flow meters
(volumetric or mass). In case of volumetric flowtare temperature correction is applied. EFCM
provides fuel flow with respect to consumers (ME, ABoilers etc.) and fuel type. The latter is used
for the purpose of MRVEmission factorare defined for each fuel type in the interfadéirags.

Distance travelled is determined from the ship geplkical positions provided by GPS system.
Distance is calculated by integration of minutdedifnces in ship’s locations.

Time spend at sea and in ports are calculated fespective date and time of port departure and
arrival. Anchorage time is deducted from port stay.
Transport work is calculates as:

Transport work = Traveled distance X Cargo transported
Transported cargo is obtained by interfacing shipesling computer.
2.3 Data integrity

Integrity of data used for MRV reporting is a primeguirement. Time gaps or incomplete data makes
the MRV report unreliable and consequently may Itesu fail of the verification process.
SeaPerformél assures data integrity both with respect to ebriam of time gaps and data
completeness.

Time integrity is secured by automatic selectiomaiual entry period. New entry always starts with
closing date of previous entry. User cannot motlifg date and therefore gaps are avoided. Existing
entries may be modified (e.g. in case data sounzdinctions were detected after completion of data
entry) and this process may also jeopardise tinegiity. Modification of the data entry is done by
complete removal of data entry and creation of @nmore substituting entries. Interface remains in
data entry mode until whole gap is covered.

169



Interface supports data completeness by used aindeshcy and regeneration methods. Data
redundancy is maintained by use of multiple datarcas of the same type e.g. registration of
additional GPS receivers. Multiple sources arergyed in order (usually according to their accuracy)
and in case of primary signal failure it is suhg&t by secondary (or following) one. In order tpe

with possible signals shifts primary signal is mestoucted based on the redundant signal trend as
illustrated on Fig.2.
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Fig.2: Signal redundancy

del

Another method used in order to maintain data cetepkss is signal regeneration. Twofold approach
to this task can be realised. Somewhat simpleraagpr is regeneration based on another signal
correlated with the missing one. As an example imgsME fuel consumption can regenerated based
on shaft power meter. Power signal registered aplstand well calibrated device may be
recalculated to fuel consumption using SFOC culiference between estimated and real fuel
consumption is sufficient for the purpose of substig in case of primary system failure. Fig.3
illustrates such case. Green line denotes ME foeksemption measured with pulse flow meter
installed in fuel treatment system. Due to incdrrsettings overflow valve allowed periodical
recirculation to day tank (scattered signal betw@eand 17h) which was measured as additional fuel
consumption. Proper fuel consumption was regeneraiit use of calculated fuel consumption based
on power meter signal (red line).

More advanced method of signal regeneration is cbame utilisation of performance model.
Multidimensional model tuned based on long ternadatiection may be successfully used not only
for performance prediction as describeddnrski (2016) but for missing signal regeneration as .well
This approach may be especially interesting in cdsgeneral failure of data collection when most
MRV related signals are missing. Performance moagy efficiently predict e.g. fuel consumption
based on minimum set of data (ship speed and Igartindition) kept in ship logbook and weather
conditions (available through weather services).
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Fuel consumption (MT per day) for the selected period

Number of records: 5756, data complateness: 89.93% (missing data period 0 days, 0 hours, 4 minutes)
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Fig.3: Regeneration based on correlated signattzied ME fuel consumption based on power
meter signal)

Reports Vessel:| Enamarfest v | lastsignal received: 2016-14-21 11:50:00

Noon Reports Trip Reports Manual Inputs EEOI Reports MRV Reports

Table of inputs

puts: from

voyage ID (Create EEOI report Create MRV report

Selectin

2016-08-01 14:00:00

Select voyages: from | 103 -

Number of records: 19

Voyage ID Input date Startdate End date Departure port Destinafion port Ground distance Nmv

1 14:10:00 SHANGHAI (CNSHA) 90,42 At

1M 14:07:00 QINGDAG GANG (C SHANGH 350,42 Atsea
10 14:03:.00 ALMIRANTE (PAPAM) 71 Atsea
10 13:55:00 ALMIRANTE (PAPAM) Atsea
110 ALMIRANTE (PAPAM) Atsea
110 ALMIRANTE (PAPAM) Alsea
1 ALMIRANTE (PAPAM) Atsea
110 ALMIRANTE (PAPAM) Atsea
110 ALMIRANTE (PAPAM) At s

110 ALMIRANTE (PAPAM) Atsea
10 ALMIRANTE (PAPAM) 45,79 Atsea
10 ALMIRANTE (PAPAM) 5322 Atsea
110 ALMIRANTE (PAPAM) Atsea
10 ALMIRANTE (PAPAM) 327.54 Atsea
110 ALMIRANTE (PAPAM) 7 Atsea
103 ROTTERDAM (NLRTM) 50,00 Alsea
[ 102 ROTTERDAM (NLRTM) 750,00 Atsea

F|g 4 Selectlon of data range for MRYV report
3. Reporting

MRYV reporting, depending on the frequency of EUtpaalls, shall be done either on voyage bases or
yearly. Report shall be prepared in accordance witamplate provided biU (2016) In order to
simplify report preparation and minimise crew invahent SeaPerformél enables report
preparation through web server. Data entries pegpan-board are sent to the cloud server on regular
basis (along with other monitored parameters). Ty report can be prepared with use of any
terminal with internet access e.g. at operatoceffUser (e.g. superintendent) can select requimé
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either by voyage identifier or by date range amglest appropriate report preparation, Fig.4. The
same mechanism is used for MRV, EEOI and performaeporting. Created report is also stored in a
cloud server for easy access.

4. Strategy of emission control

Practical approach to GHG emission reduction mestdowarded from global perspective to local
conditions of each specific ship operation. Botip $&vel and fleet level GHG assessment tools must
be provided since the ability to evaluate differeperational strategies (e.g. trim, speed and route
selection) allows for choosing the most efficienean terms of economic and environmental goals.
Research and development undertaken within SeaRenfd' project aims on building consistent,
ship level performance model and its applicationG&G and economic optimisation both on ship
and fleet levels. Application of such ship perfono@ management systems in daily operation is
essential in realisation of emission control stygte

5. Summary

Implementation of European MRV requirements wikuk in additional obligations performed by
ship crew and operator onshore officers. Data ctdle assuring its correctness and integrity may be
time consuming and in some cases difficult. Repgrivill require compilation of collected data for
each vessel in a fleet and may result in bureauadsatden.

Tasks imposed by EU regulations may be signifigasimplified by use of ship performance
management systems but the following requiremenitst ime fulfilled:

* System must collect essential MRV data automati¢altontinuous manner,

* Automatic data collection should be supplementedhbyual entries,

» System must assure data integrity and in casetafgips must provide methods of missing
data regeneration,

* Reporting shall be automated in accordance withdeaplate.
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Abstract

This study reviews results of alternative hull aogs for high-speed Ro-Ro vessels and analyzes the
potential to decrease fuel consumption and greesbgases (GHG). Field data of high-speed Ro-Ro
vessels was studied according to 1ISO 19030 Paor 3efference and evaluation periods. All vessels
are sister vessels built in the same shipyard.-@#i§hing and foul release coatings are tested
against previous conventional coatings. Resultgcatd that the foul release silicone coatings ceeat
significant fuel savings.

1. Introduction

Increased hull roughness leads to increased fnigticesistance, causing higher fuel consumption and
GHG (Greenhouse Gas) emissions. The best methaaltme roughness is to apply a treatment to a
ship's hull, to minimize its physical and biolodicaughness. Antifouling coatings are the most
effective solutions to avoid fouling. New produetisn to not just reduce fouling but make the hull
surface as smooth as possible, and might lead tillgth of fuel saving, 384 million tons reduction
in CO, and 3.6 million tons in S&missionsPemirel et al. (2013)

Despite many available products and methods imtheket, why is hull and propeller performance
still relatively poor? Which coating is best for s ship type and operational profile? Or is thare
coating which performs well under all conditionsfe$e valid questions are still without clear
answer. Efforts to develop “the ultimate” antifmgitechnology continue.

From the ship operator’s perspective, the probketo idecide which antifouling technology to select,
an issue which repeats at each dry-docking when cmating is applied. So how does the ship
operator make the decision? Ship operators apprtashsubject from two perspectives, price of
coating and their experience. Most operators havielea about the technologies in the market. They
follow performance of coatings in their own fleetdavhat they hear from other operators. According
to Soyland and Oftedahl (201@)e problem has been a lack of measurability. ¥annot manage
what you cannot measure is an old management athaids still accurate today. A confusing
multitude of measurement methods has been streashith the advent of ISO 19030. This standard
is intended for all stakeholders who need to meatw changes in hull and propeller performance,
including ship owners and operators, companiesioffeperformance monitoring, shipbuilders and
companies offering hull and propeller maintenanee eoatings. 1ISO 19030 will make it easier for
decision makers to learn from experience and tlyemake better informed decisions. It will also
provide much needed transparency for buyers andrsealdf technologies and services intended to
improve hull and propeller performance.

Many studies determined the impact of antifoulimgitings by laboratory tests of coated cylindrical
or flat panels, CFD simulations, coated rotor testemical comparisons or adhesions te&Stsbett

et al. (2010 study the benefits of Fluoropolymer Foul Relegd8€R) hull coating technology
regarding fuel cost savings, GHG reductions andcrotmissions that may be achieved by this
technology. They examined fuel consumption datattoke vessel types pre- and post-FFR
application. The first vessel type is a tanker espnted by a ship called Prem Divya; the second
vessel type is a bulk cargo vessel represented dhipacalled the Ikuna; the third vessel type is a
container vessel where we compare the fuel oil wmpsion of three new builds coated with a
tributyltin-free self-polishing copolymer (TBT-fré&PC) to two new builds coated with FFR; all five
container vessels are sister vessels. Resultsatedihat the application of FFR reduced speed-
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adjusted fuel oil consumption by 10% for the PreiyB, 22% for the lkuna, and no change in
consumption for container vessels when carrying@pmately 10,000 t of extra cargo. If similar fuel
efficiency results were realized by all tanker &utk cargo in the international fleet, annual fogl
consumption could be reduced by roughly 16 millioetric tons (MMT) per year, fuel expenditures
by $4.4 to $8.8 billion, and G@missions by 49 MMT. Furthermore, analysis shothed reductions

in CO, emissions are achieved at a negative cost, icéded emissions are coupled with cost savings
for the ship owner. Additionally, they tried to dare the potential fuel oil consumption reductidms
other vessel types including ferries, Roll-on/Ruffi-(Ro-R0) vessels, very-large crude carriers
(VLCCs), and liquid natural gas (LNG) vessels. Bug limited data set for other vessel types coated
with FFR prevented confident use of statisticallysia methods to compare performance. They
created a table by speed adjusted fuel consumpf@msther type vessels and found 8.1% fuel
consumption reduction for Ro-Ro vessels.

Lejars et al. (2012published a detailed chemical review explaininglify organisms, recent anti-
fouling technologies with chemical background, wogkmechanism and surface structures.

Sgyland and Oftedahl (201¢yesent ISO 19030, its motivation, scope and agveént. They
described the history of ISO 19030 for hull andpaiter performance assessment for ships in service.
It outlines initial motivation, purpose and implem&tion of the standard. The standard is intended t
support ship operators and suppliers in bettemiessi practice.

So far, most ships did not have required measuremoats like torque meters and sensors, data
logging system, etc. Data uncertainty was high tluéuman error and equipment errors. It was
needed to apply first test coating to same shipifa docking cycle and another one for next docking
cycle to compare results with no major changestlier operation to analyze differences. Or you
needed sister ships under same operational comslitio observe results with different coatings.
Although some operators have valuable data, véig Is published. To the best of our knowledge,
only Corbett et al.(2010)worked on real data from ships. They compareditseesfi SPC coating and
FFR coating which were applied to 7 new buildsafiker, 1 bulker, 5 sister container vesseldgng

et al. (2015)tudy shipping log data based container shipdtiaiency modeling.

The literature needs more studies regarding atitiipuoating performances with field data despite
the higher uncertainties compared with laboratesyst We believe ISO 19030 will lead to more such
real life studies. As a contribution, we studiethigh-speed Ro-Ro fleet of 11 sister vessels. Our
company wanted to improve efficiency using new logiating technologies and to define the best
antifouling coating technology for our vessels. Efiere, we decided to apply different coating

technologies to each sister vessels and measuiésrekreference and evaluation periods.

2. Data and Methodology

Field data of 8 sister vessels used in the stublg. didest vessel was built in 2001 and the lastimne
2008. The main idea of this study was to identifthere is any significant improvement on hull /
propeller performance in respect to speed-loss faetl consumption through new hull coating
technologies. Reason for selecting these 8 veasets

« All vessels were built in same shipyard with sap@hhical properties (albeit with some changes

with built date).

All vessels had same technology SPC antifoulingiegat the beginning.

All vessels used same fuel oil from same suppliging test period.

All vessels were loaded with same type of cargacids and trailers).

All vessels were operated by same technical managemith same planned maintenance

system.

« All vessels were maintained with only genuine spaaets during their engine overhauls and
routine maintenance activities.

» All vessels traded between the same routes and watees in Mediterranean Sea.
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2.1. Limitations and Assumptions

The methodology explained in ISO 19030 Part 3 wiasl to use in this study as far as practicably
possible. The vessels operate between Istanbudt@ridstanbul-Toulon and Mersin-Trieste ports
since 2000 and it takes a week for each vessdrtplete one trip. Therefore, each leg of the trgsw
used as a sample instead of collecting daily datanfnoon reports. Speed over ground was
approximated as each leg of the trip divided byatlan of the trip. The vessels did not have torque
meters; delivered power was approximated by fuesamption, model test results of the ship and
engine acceptance test result. The SFOC curveedr@atfactory acceptance test of the engine was
done with a fuel of 42274 kJ/kg. The actual LCVthé fuel which all vessels in question are
consuming is 40200 kJ/kg. Therefore, the SFOC cwas corrected according to Lower Calorific
Value of the fuel which vessels are consuming. Asve@ssels were sisters with same technical
properties and working under same operational ¢timmdi and due to data of high number of voyages
has been observed which is covering nearly allgeasf the year, it is assumed that, all vessals ha
same weather conditions as wind and sea statesefdle secondary measurement parameters as
wind and water depth were not included in this wtuthe vessels were not fitted with draught
sensors, but displacement for each sampling raseawailable from stability reports issued by vessel
for each sampling rate. Stability character of testsels is almost same and they are using same
stability software. Stability software on board lwadine gauging ability from every tank and only
cargo weights and positions needs to be enterediatigrby crew. Cargo weight data provided for
each voyage from the port authority. Product dpion explanations given in product data sheet of
tested antifouling coatings were used as namefigéscr of the coating.

2.2. Methodology
Application and test of new coatings to fleet sdrin 2013. 10 vessels docked until July 2014; 8 of
them completed their first docking cycle with tegiplication and docked again in 2015 and 2016

yielding performance of complete docking cycletfugse vessels. Tables | and Il give details and dry
docking history of test vessels.

In order to see if there is any significant impnment of speed loss and fuel consumption reduction
by using new technology hull coatings, the procedigscribed below was used, Fig.1.

Table I: Details of test vessels

VESSELNO VESSEL1 VESSEL 2 VESSEL 3 VESSEL 4 VESSEL5 VESSEL6 VESSEL7 VESSEL8

BUILT YEAR 2001 2002 2005 2005 2005 2006 2008 2008

GROSS TONNAGE 26469 26469 29004 29004 29004 29004 29004 29004

NET TONNAGE 7941 7941 8702 8702 8702 8702 8702 8702

DWT SUMMER LOAD 9865 9865 11636 11636 11636 11636 11523 11523

DWT DESIGN DRAUGHT 7092 7092 9481 9481 9481 9481 9481 9481

LIGHT SHIP 8663 8663 9041 9041 9041 9041 9152 9152

BREADTH 26 mtrs 26mtrs 26mtrs 26mtrs 26mtrs 26mtrs 26 mtrs 26 mtrs

LENGTH OVER ALL 193 mtrs 193 mtrs 193 mtrs 193 mtrs 193 mtrs 193 mtrs 193 mtrs 193 mtrs

LENGTH BETWEEN PERP. 182,39 mtrs 182,39 mtrs 182,39 mtrs 182,39 mtrs 182,39 mtrs 182,39 mtrs 182,39 mtrs 182,39 mtrs

DEPTH TO MAIN DECK 8.6mtrs 8.6 mtrs 8.6 mtrs 8.6 mtrs 8.6 mtrs 8.6mtrs 8.6mtrs 8.6mtrs

DEPTH TO UPPER DECK 16.7 mtrs 16.7 mtrs 16.7 mtrs 16.7 mtrs 16.7 mtrs 16.7 mtrs 16.7 mtrs 16.7 mtrs

DRAUGHT(SUMMER LOAD) 6.45 mtrs 6.45mtrs 7,00mtrs 7,00mtrs 7,00mtrs 7,00 mtrs 7,00 mtrs 7,00 mtrs

DRAUGHT(DESIGNED) 5.7mtrs 5.7 mtrs 6,45mtrs 6,45 mtrs 6,45 mtrs 6,45 mtrs 6,45 mtrs 6,45 mtrs

SERVICE SPEED 21.6KN 21.6KN 21.6KN 21,5KN 21,5KN 21,5KN 21,5KN 21,5KN

MAIN ENGINES MCR 16200 KW MCR 16200 KW MCR 16200 KW MCR 16200 KW MCR 16200 KW MCR 16200 KW MCR 16800 KW MCR 16800 KW

LANE METERS 3214 3214 3735 3735 3735 3735 3735 3735

CLASSIFICATION DNV +1A1GENERAL | DNV +1A1GENERAL | DNV +1A1GENERAL | DNV +1A1GENERAL | DNV+1A1GENERAL [ DNV +1A1GENERAL | DNV +1A1GENERAL | DNV +1A1GENERAL
CARGO CARRIER RO-RO | CARGO CARRIER RO-RO | CARGO CARRIER RO-RO | CARGO CARRIER RO-RO [ CARGO CARRIER RO-RO | CARGO CARRIER RO-RO | CARGO CARRIER RO-RO | CARGO CARRIER RO-RO

BOW THRUSTER 1400KW/(1900 HP) 1400KW/(1900 HP) 1400KW/(1900 HP) 1400KW/(1900 HP) 1400KW/(1900 HP) 1400KW/(1900 HP) 1400KW(1900 HP) 1400KW(1900 HP)
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Table II: Dry-docking history of test vessels

Vessel Name DDn-1 DDn DDn+1
Date of Drydock 4.05.2011 11.11.2013 13.08.2016
Shipyard BESIKTAS BESIKTAS SEFINE
Blasting SA2 max %30 SA2 %100 %10 sweep blasting
VESSEL 1 SelfPolishing Coating - Foul Release Coating- Foul Release Coating -
Hull Coating hydrolysingsilyl acrylate advanced hydrogel silicone advanced hydrogel silicone
Both Engine 90.000 Hours
Engine Overhaul NO NO overhaul Completed
Date of Drydock 17.08.2011 10.06.2014 17.01.2017
Shipyard BESIKTAS BESIKTAS SEFINE
Blasting SA2 max %30 SA2 %100 %10 sweep blasting
VESSEL 2 SelfPolishing Coating - Foul Release Coating - Foul Release Coating -
Hull Coating hydrolysingsilyl acrylate advanced hydrogel silicone advanced hydrogel silicone
Both Engine 90.000 Hours
Engine Overhaul NO NO overhaul Completed
Date of Drydock 8.04.2010 22.01.2013 29.03.2015
Shipyard BESIKTAS GEMAK GEMAK
Blasting SA2 max %30 SA2 max %25 SA2 %100
VESSEL 3 Foul Release Coating-
SelfPolishing Coating - SelfPolishing Coating - Advanced fluoropolymer
Hull Coating hydrolysingsilyl acrylate hydrolysingsilyl acrylate technology
Engine Overhaul NO NO NO
Date of Drydock 29.06.2010 5.05.2013 16.05.2015
Shipyard BESIKTAS GEMAK BESIKTAS
Blasting SA2 max %30 SA2 %100 SA2 %100
VESSEL 4 SelfPolishing Coating -
SelfPolishing Coating - Biomimetic super-low-friction Foul Release Coating -
Hull Coating hydrolysing silyl acrylate technology advanced hydrogel silicone
Engine Overhaul NO NO NO
Date of Drydock 30.08.2010 27.07.2013 2.06.2015
Shipyard BESIKTAS BESIKTAS BESIKTAS
SA2 Full for flat bottom , SA1
VESSEL 5 Blasting SA2 max %30 5% for vertical sides SA2 %100
Self Polishing Coating - Foul Release Coating -
SelfPolishing Coating - hydrolysing silyl methacrylate Advanced fluoropolymer
Hull Coating hydrolysingsilyl acrylate copolymers technology
Engine Overhaul NO NO NO
Date of Drydock 22.04.2010 8.03.2013 9.10.2015
Shipyard BESIKTAS GEMAK BESIKTAS
Blasting SA2 max %30 SA2 max %25 SA2 %100
VESSEL 6 SelfPolishing Coating - SelfPolishing Coating - Foul Release Coating -
Hull Coating hydrolysingsilyl acrylate hydrolysingsilyl acrylate advanced hydrogel silicone
Engine Overhaul NO NO NO
MAN ALPHA KAPPEL
Other PROPELLER MODIFICATION
Date of Drydock 4.02.2012 31.05.2013 28.04.2016
Shipyard BESIKTAS BESIKTAS SEFINE
Blasting SA2 max %30 SA2 max %25 SA2 Max %15
VESSEL 7 Self Polishing Coating
SelfPolishing Coating - SelfPolishing Coating - hydrolysing antifouling based
Hull Coating hydrolysingsilyl acrylate hydrolysingsilyl acrylate on Nano acrylate Technology
Engine Overhaul NO NO NO
Date of Drydock 17.08.2011 28.08.2013 31.03.2016
Shipyard GEMAK BESIKTAS BESIKTAS
Blasting SA2 max %30 SA1%10 SA2 %100
SelfPolishing Coating - Self Polishing Coating - linear Foul Release Coating -
VESSEL 8 Hull Coating hydrolysing silyl acrylate polishing polymer (LPP) advanced hydrogel silicone
Both Engine 45.000 hours
Engine Overhaul NO NO overhaul completed.
SCHOTTEL CLT PROPELLER
Other MODIFICATION
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Create data set from company
Reports

If the working displacements
does not fit with model test
displacement, model test
speed-power curve to be
corrected to working

Filter data set according to
displacement

Brake power to be multiplied
by 2 in order to find total
power for both engines

SFOC Curve to be corrected
according to normal Fuel of
42700 ki/kg

Brake power to be estimated
from corrected SFOC curve
with actual fuel consumption

value

displacement with ITTC
admiralty formula

Expected speed to be
calculated from corrected
speed - power curve for each
data point in the data set

Percentage speed loss to be Average percentage speed
calculated for each data point loss to be calculated for
in the data set reference period

Difference between reference Average speed loss to be
and evaluation period to be calculated for evaluation
calculated period

Fig.1: Methodology overview

Detailed tables were created as raw data for slivtessels from official arrival, departure, noon
and Energy Efficiency Operational Index reportslyQtata of the voyages completed in normal
conditions were included in the analysis. Raw dathuded:

* Vessel Name

* Voyage Number

« Docking Cycle - Identification of voyage data refeo dry-docking period (e.g. DDN refers
the dry-dock where test coating was applied, DDi{érs to previous dry-dock and DDN+1
refers to the next dry-dock after test application)

» Voyage between Ports - in order to identify sadedance.

» Displacement

» Total fuel Consumption for each leg of the voyage

» Total Duration of Voyage for each leg

» Average Fuel Consumption per Hour for each legle@ated as total consumption divided
by duration of voyage

» Total sailed distance in nm: Routes of each vessdliscted from each test vessel to calculate
correctly sailed distance

» Average Speed for the Voyage — in kn calculatedibigling sailed distance to duration, con-
verted to m/s by 1 kn = 0.5144 m/s as a conveffsicior.

» Average Fuel Consumption per mile for the voyaghviding total consumption by sailed
distance in nm
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» Average Consumption Per engine in Kg - All testses have 2 main engines and average
consumption per hour divided by 2 approximated esgine’s consumption. Consumption
in kg was corrected to normal fuel of 42700 kJ/kg d¢o actual fuel's Lower Calorific Value
of 40200 kJ/kg.

Table filtered with 5% for displacement of modestt or working displacement according actual
data of test vessel if model test displacemenndidit.

The SFOC reference curve based on shop tests wasteal in shop test report for environmental
factors as per ISO 3046-1:2002. It was again ctedefor normal fuel of 42700 kJ/kg with below
formulation and new corrected SFOC curve issued.

SFO — SFOCXLCQMmaIfueI
CCVCorrctb_ LC
VestBed
SFOC cvcorctea - Corrected SFOC according to Normal fuel of 42K0{&kg
SI:OC: SFOC value given is shop test report of thevaht engine
LC Nomaia. 42.7 mJ/kg

LCV restgea 42.274 milkg

Delivered power of one engine approximated for edata point based on calculations of brake
power Pg from an engine specific SFOC reference curve ddfim Annex D of Part 2 of the

standard:
LCV
PB = f (M FOCX4—27j

Meoc: Mass of consumed fuel oil by main engine (kg/h)
LCV: Lower calorific value of fuel oil (mJ/kg)

f . SFOC reference curve (Corrected with ISO andnabfuel of 42.7 mJ/kg
Delivered power multiplied by 2 to find total powafrboth engines
Model test predictions were available for 18557 displacement. For all vessels, a correction
factor (\VoyageAModelTest}’ was applied to the Speed-Power curve accordinipeolTTC

displacement correction methodology.

Expected speed calculated for each data point frepeed-power reference curve at the corrected
delivered power of both engines.

V. =1xE

Ve . Expected Speed

f ; Speed-Power Curve
P, .

Delivered power of both engine

Percentage speed loss, defined as Performance Wathe 1SO19030 calculated for each data
point in the corrected data set:

V, :100{Mj
Ve

Va . Percentage speed loss
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\Y,
\%

m Measured Speed
e Expected Speed

9. Average percentage speed loss over reference (®ricdlculated as:

Viret :%Z%Z\é Ji

k number of reference periods
] reference period counter
n number of data points in the processed data stdrueference conditions in the ref-

erence periogl
[ counter of data points in reference peijiod
Vyji  percentage speed loss for data point i in referpaded;
Varet average percentage speed loss over the referenod(pe

10. Average percentage speed loss over the evalyaidod calculated as:

1ol
Vd,evaI:E Z F‘Zlvd eval

n number of data points in the processed data s#trureference conditions of the
evaluation period

Vievali Percentage speed loss for data point i in a dataf $kee evaluation period

Vieva average percentage speed loss in data set of ahe&on period

11. Difference between average percentage speed losgenence period and evaluation period:
kHP = Vd,eval —Vd,ref
Vyeva average percentage speed loss in data set of ahsé&on period
Varet average percentage speed loss over the refereriod(pg
kip = Vaeva -Varer Performance Indicator, Pl

12. Average fuel consumption per hour value of refeeesed evaluation periods calculated from the
data set.

13. New table created for each indicator from the datan order to make fuel consumption compar-
isons between reference and evaluation period.

Table Ill: Sample result table

Unit | Reference Evaluation
Sample Size pcs 36 66
disp total t 544789.50 1000287.30
disp avr. t 15133.04 15155.87
fuel total t 5128.90 9469.72
fuel avr t 142.,47 143.48
mile total nm 42806.50 84690.80
hours total h 2210.40 4302.90
speed avr kn 19.38 19.71
Av.cons t/h 2.32 2.20

14. Due to Fuel consumption being effected by speeal,donsumption of evaluation period normal-
ized based on average speed of reference periosl.wids achieved by substituting the below
equation for the Fuel Oil Consumption (FOC) of exion period which was also used by Cor-
bett’'s study to correct fuel consumption by speed:
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. 3
FOCNormalized FOC Evaluation((Averagépeed?eferenc@erlodj

Average&peectvaluatiorPeriod

This equation converts the main engine fuel oilstonption for data entry of evaluation period
to a normalized value according the reference geriaverage speed.

15. Analyze if the difference was significant betweba average fuel consumption per hour value of
reference period and corrected-normalized avenaglecbnsumption per hour value of evaluation
period. Below equation was used to test the diffeeeamong 2 means for the samples:

o2 (X = X0) = (4~ )
S,s

n m

Results to be displayed at the confidence levebéh.
3. Findings and Conclusion

Data of reference periods and evaluation periodsrd®d in ISO 19030 compared to measure and
evaluate hull performance. In order to prove rassiatistically, paired samples t-test was used for
fuel consumption and speed parameters, TablesdWan

Vessel 1 was built in 2001. She was dry-dockeddibl2and conventional Self Polishing Hydrolyzing
Silyl Acrylate hull coating was applied with spdagting. Then she dry-docked again in 2013. As her
hull was not fully blasted at any dry-docking aff801, the hull condition was poor, Fig.2. Her hull
was fully blasted, an Advanced Hydrogel SiliconeilFRelease Coating applied. The average fuel oil
consumption was 2.32 t/h for the reference penwdvous year's data before entering dry-dock in
2013) and 2.20 t/h for the evaluation period (firstr's data after dry-docking), i.e. by 5.04%. &pe
increased to 19.71 kn from 19.38 kn. Had the vdesa speed at 19.38 kn, consumption would have
decreased to 2.06 t/h, i.e. by 11.27%. The spesvas -9.70% for the reference period and -7.03%
with the application of new coating, i.e. improved2.67% improvement.

Table IV: Results of Self Polishing Applications

SELF POLISHING
Dry-docking Performance In-service Performance
Referans Evaluation Difference Referans Evaluation Difference
Period Period Period Period

Speed Loss % -8,807 -9,642 -0,84% -9,642 -12,514 -2,87%
VESSEL 3 )

Fuel Consumption mt/hr 2,438 2,525 3,57% 2,333 2,655 13,80%

Speed Loss % -9,303 7,972 1,33% 7,972 -11,676 -3,70%
VESSEL 6 .

Fuel Consumption mt/hr 2,391 2,252 -5,82% 2,306 2,718 17,88%

Speed Loss % -6,960 -6,839 0,12% -6,839 -9,944 -3,10%
VESSEL 7 )

Fuel Consumption mt/hr 2,260 2,247 -0,54% 2,191 2,522 15,13%

Speed Loss % -7,387 -8,813 -1,43% -8,813 -11,467 -2,65%
VESSEL 8 .

Fuel Consumption mt/hr 2,347 2,497 6,38% 2,191 2,479 13,13%

Speed Loss % -8,280 -8,181 0,10% -8,181 -10,432 -2,25%
VESSEL 5 .

Fuel Consumption mt/hr 2,423 2,404 -0,75% 2,279 2,523 10,70%

Speed Loss % -10,753 -9,351 1,40%
VESSEL 7 .

Fuel Consumption mt/hr 2,499 2,339 -6,41%

Speed Loss % -10,093 -9,163 0,93% -9,163 -9,872 -0,71%
VESSEL 4 )

Fuel Consumption mt/hr 2,482 2,378 -4,16% 2,385 2,456 2,98%
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Table V: Results of Foul Release Applications

FOUL RELEASE
Dry-docking Performance In-service Performance
Referans Evaluation Difference Referans Evaluation Difference
Period Period Period Period

Speed Loss % -9,709 -7,039 2,67% -7,039 -8,811 -1,77%
VESSEL 1 )

Fuel Consumption mt/hr 2,321 2,059 -11,27% 2,204 2,381 8,06%

Speed Loss % -11,573 -7,089 4,48% -7,089 -7,905 -0,82%
VESSEL 2 .

Fuel Consumption mt/hr 2,270 1,858 -18,14% 2,110 2,186 3,60%

Speed Loss % -12,428 -6,639 5,79% -6,639 -6,360 0,28%
VESSEL 3 )

Fuel Consumption mt/hr 2,264 1,753 -22,60% 2,301 2,272 -1,26%

Speed Loss % -9,889 -6,958 2,93%
VESSEL 4 )

Fuel Consumption mt/hr 2,289 2,012 -12,07%

Speed Loss % -10,408 -6,237 4,17% -6,237 -8,783 -2,55%
VESSEL 5 )

Fuel Consumption mt/hr 2,306 1,920 -16,73% 2,345 2,620 11,73%

Speed Loss % -12,169 -7,487 4,68%
VESSEL 6 )

Fuel Consumption mt/hr 2,345 1,903 -18,85%

Speed Loss % -11,726 -7,391 4,33%
VESSEL 8 .

Fuel Consumption mt/hr 2,438 2,003 -17,82%

: S ‘
Fig.2: VESSEL 1, 2013 Dry-dock, Picture of hull daron, after first wash, Condition before Hydro-
gel Silicone Application

The difference in average fuel consumptions betwe&rence period (2.32 t/h) and evaluation peri-
od (2.20 t/h) was statistically significant in tB8% confidence level. (In order to perform paired
samples t-test, it is required to compare equalptasizes for each period. As sample sizes of each
period were not same, equal quantity of samplesntdifom each period which resulted minor differ-
ences on values e.g. 2.20 t/h reduced to 2.196%utlhg statistical calculations. Same conditicsoal
valid for other vessels statistical analysis.) Ading to the In-Service Performance indicator, gpee
decreased to 19.33 kn from 19.71 kn, but fuel comgion remained same. Average consumption in
the reference period was 2.20 t/h and 2.21 t/lnénetvaluation period. Even for reduced speed in the
evaluation period, fuel consumption remained sdra the vessel kept speed as 19.71 kn in the
evaluation period, fuel consumption would have b2@&9 t/h, i.e. increased by 8.06%. Vessel 1 dry-
docked again in 2016. Hull and coating conditiomenghecked visually. The hull was clean and coat-
ing condition was good. Only a bit of slime was@fed on the vertical sides with a 0.5 m width on
the loaded draft area where exposed to sunshiaeb&ttom was completely clean and no slime was
observed, Fig.3. One layer of hydrogel silicond felease coating was applied again to observe per-
formance of vessel for the next 5 years, Fig.4. Véssel used to be dry-docked every 2.5 years. With
the performance of advanced hydrogel silicone teldyy, our company decided to dry-dock the
vessel every 5 years.
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» o
Fig.3: VESSEL 1, 2016 dry-dock, hull

condition jaster entering dry-dock

Fig.4: VESSEL 1, 2016 dry-dock, hull condition aflelayer\HydrogeI application

Vessel 2 was built in 2002. She was dry-dockeddih1?2and conventional Self Polishing Hydrolyzing
Silyl Acrylate hull coating was applied with spdasting. Then she was dry-docked again in 2014,
with poor hull condition, Fig.5. Her hull was fulljlasted and Advanced Hydrogel Silicone Foul Re-
lease Coating applied. According to dry-dockingf@enance, the average fuel oil consumption was
2.27 t/h in the reference period and 2.11 t/h enetialuation period. Fuel consumption was decreased
by 7.04%. Speed increased to 19.49 kn from 18.88H&ad the vessel kept speed at 18.88 kn, con-
sumption would have been 1.86 t/h, i.e. decreageBtl4%. Speed loss was calculated as -11.57%
for the reference period and -7.09% with the apgibm of new coating, i.e. 4.48% improvement on
ship speed. Difference between average fuel consonspand average speeds was statistically signif-
icant in the 95% confidence level. According to theService Performance Indicator, speed was re-
duced to 19.33 kn from 19.49 kn, but fuel consuoiptemained same. Average consumptions in the
reference period was 2.11 t/h and 2.12 t/h in tieéuation period.
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Although speed reduced during the evaluation pefigel consumption remained same. Had the ves-
sel kept speed at 19.49 kn in the evaluation pefisel consumption would have been 2.19 t/h, i.e.
increased by 3.60%. Vessel 2 was dry-docked aga2017. Hull and coating condition were checked
visually. The hull was clean and coating conditieas very good, Fig.6. Only a bit of slime was ob-
served on the vertical side with a 0.5 m widthlomlbaded draft area where exposed to sunshinte. Fla
bottom was completely clean and no slime was okserdust one layer of hydrogel silicone foul re-
lease coating was applied again to observe themeshce of vessel for the next 5 years. The vessel
used to be dry-docked every 2.5 years. With théopeance of advanced hydrogel silicone technolo-
gy, our company decided to dry-dock the vesselevgrears.

Vessel 3 was built in 2005. She was dry-docked(h02 conventional Self Polishing Hydrolyzing
Silyl Acrylate hull coating was applied with spdasting. Then she was dry-docked again in 2013.
The hull condition was poor, Fig.7. Vessel 3 waat §pasted and the same technology self-polishing
coating was applied again. Vessel 3 was used asot@ample to evaluate results if same self-
polishing coating was applied with spot blastingcérding to dry-docking performance, average fuel
oil consumption was 2.44 t/h in the reference pkdod 2.33 t/h in the evaluation period. Fuel con-
sumption was decreased by 4.09%. However, speeadlgs@aseduced to 18.91 kn from 19.29 kn. Had
the vessel kept speed at 19.29 kn, consumptiondmvaale been 2.53 t/h, i.e. increased by 3.57%.
Speed loss was calculated as -8.80% for the refengeriod and -9.64% with the application of same
coating which represents, i.e. decreased by 0.84# difference between average fuel consumptions
and average speeds was statistically significarthén95% confidence level. According to the In-
Service Performance Indicator, the speed reducé8.i® kn from 18.91 kn, and fuel consumption to
2.27 t/h from 2.33 t/h.

g1 2 e \
Fig.7: VESSEL 3, 2013 dry-dock, hull condition, fjaster entering dry-dock
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By decreasing speed, vessel tried to keep fueluwropgon under control which resulted in decreased
schedule keeping due to increased sailing hourd thtavessel kept speed as 18.91 kn, fuel consump-
tion would have been 2.65 t/h, i.e. increased byd%. Vessel 3 had been dry-docked every 2.5
years and her hull was not fully blasted at anydbgking sequence since she was built. Results con-
firmed that if the vessel was not fully blasted aodted with same self-polishing technology as pre-
viously, hull performance decreases dramaticallgsdél 3 was dry-docked again in 2015. Hull and
coating condition were checked visually. Hull ar@ghting condition was very poor, Fig.8. The hull
was fully blasted, an Advanced Fluoropolymer Sitied-oul Release coating applied. According to
dry-docking performance, average fuel oil consuomptivas 2.26 t/h in the reference period and 2.30
t/h in the evaluation period, but speed also irsgdao 19.48 kn from 18.20 kn. Had the vessel kept
speed as 18.20 kn, consumption would have beent/h,76e. reduced by 22.60%. Speed loss was -
12.43% for the reference period and -6,64% in treduation period, i.e. improved by 5.79%. The
difference between average fuel consumption inreefee period (2.27 t/h) and in evaluation period
(2.30 t/h) was statistically not significant in t88% confidence level. But the speed differencel@8

kn and 19.54 kn) was statistically significantle 95% confidence level. According to the In-Sesvic
Performance Indicator, speed increased to 19.66okm 19.48 kn, fuel consumption to 2.36 t/h from
2.30 t/h. Had the vessel kept speed as 19.48 khcinsumption would have been 2.27 t/h, i.e. de-
creased by 1.26%. Thus the results of Advancedréjadymer Silicone Technology application test
confirmed significant fuel savings.

A'. =
Fig.8: VESSEL 3, 2015 dry-dock, hull condition, fjaster entering dry-dock

Vessel 4 was built in 2005. She was dry-dockeddibO2and again in 2013. Her hull and coating con-
dition was very poor, Fig.9. The hull was fullyabted, a Biomimetic Super-Low Friction Technolo-
gy Self Polishing Coating applied. Vessel 4 wagst vessel where self-polishing coating and foul
release coating were applied with full blasting@tsecutive dry-dockings in 2013 and 2015.
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According to dry-docking performance, average fiklconsumption was 2.48 t/h in the reference
period and 2.38 t/h in the evaluation period. Famisumption decreased by 4.03%, speed remained
virtually the same (19.14 kn in the reference pkead 19.16 kn in the evaluation period). The diffe
ence between average fuel consumptions was statigtsignificant in the 95% confidence level, the
speed difference was not. According to the In-Serwerformance Indicator, speed decreased to
18.84 kn from 19.16 kn, fuel consumption to 2.20ftbm 2.38 t/h. By decreasing speed, vessel tried
to keep fuel consumption under control which rexuih decreased schedule keeping. Had the vessel
kept speed as 19.16 kn, fuel consumption would baem 2.46 t/h, i.e. increased by 2.98%. Vessel 4
was dry-docked again in 2015. Although her hull baén fully blasted in 2013, it was completely
covered with fouling, Fig.10. The hull was fullyasted again and the Advanced Hydrogel Silicone
Coating applied which had been used on Vesselsl RaAccording to the dry-docking performance,
average fuel oil consumption was 2.29 t/h in tHeremce period and 2.22 t/h in the evaluation gkrio
Fuel consumption was decreased by 3.05%. Speeshisenl to 19.29 kn from 18.82 kn. Had the ves-
sel kept speed as 18.82 kn, consumption would baee 2.01 t/h, i.e. decreased by 12.14%. Speed
loss was -9.89% for the reference period and -6.9624he evaluation period, i.e. improved by
2.93%. The difference between average fuel consomptaind average speeds were statistically sig-
nificant in the 95% confidence level. In-servicefpamance calculations were not performed as there
were not enough samples.

Fig.10: VESSEL 4, 2015 dry-dock, hull condition ithgr high pressure wash

Vessel 5 was built in 2005. She was dry-dockedditO2and again in 2013. Her hull and coating con-
dition was poor, Fig.11. The flat bottom was fudthasted and vertical sides spot blasted. Then Hydro
lyzing silyy methacrylate Copolymer Self-Polishif@pating was applied. According to the dry-
docking performance, average fuel oil consumpti@s ®&.42 t/h in the reference period and 2.28 t/h
in the evaluation period. Fuel consumption decrdse 5.78%, but also speed to 19.18 kn from
19.44 kn. Had the vessel kept speed as 19.44 kisuogption would have been 2.40 t/h, i.e. de-
creased by 0.75%. Speed loss was calculated a&68@ the reference period and -8.18% for the
evaluation period. Despite fully blasting the flagttom and using newer technology self-polishing
coating, there was no significant improvement fogl fconsumption or speed loss. According to the
In-Service Performance Indicator, speed decreasd®.80 kn from 19.18 kn and fuel consumption
slightly increased to 2.33 t/h from 2.28 t/h. Hhé vessel kept speed as 19.18 kn, fuel consumption
would have been 2.52 t/h, i.e. increased by 10.716é.speed loss was calculated as -8.18% for the
reference period and -10.43% for the evaluatioogeii.e. decreased by 2.25%essel 5 was dry-
docked again in 2015. The vertical sides were eal&rnth heavy fouling, Fig.12, but the flat bottom
area was better than the vertical sides. It isireduo test this coating with a fully blasted hunll
order to come to certain conclusions about itsqoernce for high-speed Ro-Ro vessels. The hull
was fully blasted and the Advanced Fluoropolymdic@ie Coating applied which had been applied
to Vessel 3 before. According to the dry-docking@enance, average fuel oil consumption was 2.31
t/h in the reference period and 2.35 t/h in thelwaton period. Fuel consumption increased by
1.73%, speed to 19.72 kn from 18.76 kn. Had thealdeept speed as 18.76 kn, consumption would
have been 1.92 t/h, i.e. decreased by 16.73%. Jpsedvas -10.40% for the reference period and -
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6.23% for the evaluation period, i.e. improved b4786. The difference between average fuel con-
sumption in the reference period (2.31 t/h) anthanevaluation period (2.35 t/h) was statisticalby
significant. The speed difference (18.76 kn an@2%n) was statistically significant in the 95% eon
fidence level. According to the In-Service Perfonma Indicator, speed decreased to 19.24 kn from
19.72 kn, while fuel consumption increased to 2/87from 2.35 t/h. Had the vessel kept speed as
19.72 kn, the fuel consumption would be 2.62 t#, increased by 11.73%. The Advanced Fluoro-
polymer Silicone coating performed well during tliest year after the dry-dock in 2015, but in-
service performance was as not good as Vessel ¢hveltéo had applied with same technology coat-
ing. The diver check carried out to understand why coatindopmance reduced dramatically after
first year and why we could not observe similalicsessful results as for Vessel 3. The hull was
covered with slime. We think that there might haeen an application problem for this vessel.
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Fig.12: VESSEL 5, 2015 d-dock, hull condition ¢wef high-pressure water wash

Vessel 6 was built in 2006. She was dry-dockeddib02and again in 2013. The hull was completely
covered with heavy fouling, Fig.13. The hull wastsplasted and the same technology self-polishing
coating applied again. This vessel was used asat@ample like Vessel 3 to evaluate results if sam
self-polishing coating was applied with poor sptasking. According to dry-docking performance,
average fuel oil consumption was 2.39 t/h in tHeremce period and 2.31 t/h in the evaluation gkrio
Fuel consumption was reduced by 3.34%, speed sede® 19.31 knot from 19.19 kn. Had the ves-
sel kept speed as 19.19 kn, consumption would baea 2.25 t/h, i.e. decreased by 5.82%. Speed
loss was calculated as -9.30% for the referencieghe@nd -7,97% in the evaluation period, i.e. im-
proved by 1.33%. The difference between averageciuesumptions was statistically significant in
the 95% confidence level, but nut the speed diffezg(19.19 kn and 19.31 kn). According to the In-
Service Performance Indicator, speed decrease®.&8 kn from 19.31 kn; fuel consumption re-
mained same as 2.31 t/h. By decreasing speed,|tgsseto keep fuel consumption under control
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which resulted in decreased schedule keeping. kagddssel kept speed as 19.31 kn, fuel consump-
tion would have been 2.72 t/h, i.e. increased hg8%. Speed loss was -7.97% for the reference pe-
riod and -11.67% for the evaluation period, i.edecrease by 3.70%. Applying the same self-

polishing coating with spot blasting seems to wimkmaximum one year, sometimes less; hull per-

formance becomes worst after the first year withimdatic speed loss. The observed heavily fouled
hull explains why.

L

Fig.13: VESSEL 6, 2013 dry-dock, hull conditionstjlaft entring dry-dock

Vessel 6 was dry-docked again in 2015. Her huld@&mn was poor. Hull was fully blasted and Ad-
vanced Hydrogel Silicone Foul Release coating adpliAlso, the propellers of the vessel were
changed with Alpha Kappel propellers to improvepaiter efficiency. According to dry-docking
performance, average fuel oil consumption was 2134n the reference period and 2.33 t/h in the
evaluation period; speed increased to 19.46 kn fi8®B0 kn. Had vessel kept speed as 18.50 kn,
consumption would have been 1.90 t/h, i.e. decthyel8.85%. Speed loss was -12.16% for the
reference period and -7,48% for the evaluationopkiie. improved by 4.68%. There was no statisti-
cally significant difference for fuel consumptidmt the speed difference (18.46 kn and 19.46 kn)
was statistically significant in the 95% confiderlegel. In-service performance calculations could
not be performed as there were not enough samipézstze dry-docking in 2015.

Vessel 7 was another control sample where we tegpetling the same self-polishing after spot
blasting and different self-polishing coating apgliwith spot blasting again. The vessel was buwilt i
2008 and had 2 dry-dockings until 2013 and onlyt ¢pasted at each dry-dockings. She was dry-
docked in 2012. After applying spot blasting, cami@nal self-polishing hydrolyzing silyl acrylate
coating was applied. Then she was dry-docked agatf13, with spot blasting and same technology
self-polishing coating applied again. Finally, shas dry-docked again in 2016. After spot blasting,
different type of self-polishing coating, hydrolggi antifouling based on Nano acrylate technology
was applied. This vessel was not tested with anlyrilease technology since she was delivered from
shipyard. When she was dry-docked in 2013, heniadi completely covered with fouling, especially
the vertical sides, Fig.14. For the dry-dockingfpenance of the dry-docking carried out in 2013,
average fuel oil consumption was 2.26 t/h in tHeremce period and 2.19 t/h in the evaluation gkrio
Fuel consumption decreased by 3.09%, speed to k8.85m 19.37 kn. Had the vessel kept speed as
19.37 kn, consumption would have been 2.25 t/hsaee as for the reference period. According to
the In-Service Performance Indicator, speed deedets 18.95 kn from 19.25 kn, fuel consumption
increased to 2.37 t/h. Had the vessel kept spe&®.25 kn, fuel consumption would have been 2.52
t/h, i.e. increased by 15.13%. Speed loss was ¥ i83he reference period and -9.94% in the evalua-
tion period, i.e. decreased by 3.10%. Thus appltfiegsame self-polishing coating with spot blasting
causes increased speed loss and fuel consumptamsel/7 was dry-docked again in 2016. The hull
was covered with heavy fouling, Fig.15. The hullsvepot blasted, a different type of self-polishing
coating, hydrolyzing antifouling based on Nano &gy technology applied. According to dry-
docking performance, the average fuel oil consuonpivas 2.50 t/h in the reference period and 2.36
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t/h in the evaluation period. Fuel consumption Wasreased by 5.6%, speed increased to 19.07 kn
from 19.03 kn. Had the vessel kept speed as 1n0@dnsumption would have been 2.34 t/h, i.e.
decreased by 6.41%. Speed loss was -10.75% irefaeence period and -9.35% in the evaluation
period, i.e. increased by 1.40%. The differencevbeh average fuel consumptions was statistically
significant in the 95% confidence level, but theegp difference (19.03 kn and 19.07 kn) not. Thus,
without full blasting, hull performance decreasasteyear and even newly coated hulls cannot per-
form well as previous coat layers increase thdidmal resistance. In-service performance calcula-
tions could not be performed as there were notgmoata after the dry-docking in 2016.
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Fig.15: VESSEL 7, 2016 dry-dock, hull condition ithgy high-pressure wash

Vessel 8 was built in 2008. She was dry-dockedlitil?2 a conventional self-polishing coating applied
after a spot blasting like for the other sistersets. Then she was dry-docked again in 2013, ardiff
ent type of Self-polishing coating, Linear poligipipolymer technology was applied after a spot blast
ing. According to dry-docking performance, averéigel oil consumption was 2.35 t/h in the refer-
ence period and 2.19 t/h in the evaluation perfagtl consumption was decreased by 6.80%, speed
decreased to 18.80 kn from 19.42 kn. Had the vésgispeed as 19.42 kn, consumption would have
been 2.50 t/h, i.e. increased by 6.38%. Speedwass-7.38% for the reference period and -8.81% in
the evaluation period, i.e. decreased by 1.42%.ditference between vessel’'s speed (19.42 kn and
18.80 kn) was statistically significant in the 9%%nfidence level. According to the In-Service Per-
formance Indicator, speed was decreased to 18.660km 18.80 kn, fuel consumption increased to
2.41 t/h. Had the vessel kept speed as 18.80 khchnsumption would have been 2.48 t/h, i.e. in-
creased by 13.13%. Speed loss was -8.81% for theenee period and -11.46% for the evaluation
period, i.e. decreased by 2.65%. Thus the hulloperdince reduced dramatically. The vessel tried to
keep her speed to keep the schedule acceptingrHigleconsumption. As the hull performance de-
creased unexpectedly, a diver checked the hulirfgndheavy fouling, Fig.16. Vessel 8 was dry-
docked again in 2016. The hull was completely cedeavith heavy fouling, Fig.17.
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Fig.17: VESSEL 8, 2016 dry-dock, hull conditiontjafter etring the'dﬁ;;

The hull was fully blasted, then an advanced hyelrsdicone technology was applied. Also the pro-
peller was changed to SCHOTTEL CLT Blades to imprpvopeller efficiency. According to dry-
docking performance, average fuel oil consumptias ®&.44 t/h in the reference period and 2.21 t/h
in the evaluation period. Speed increased to 1Rml#om 18.67 kn. Had the vessel kept speed as
18.67 kn, consumption would have been 2.00 t/hdeereased by 17.82%. Speed loss was -11.72%
for the reference period and -7.39% for the evauagberiod, i.e. improved by 4.33%. The difference
between average fuel consumption of reference el evaluation period was statistically signifi-
cant in the 95% confidence level. So was the difiee in average speed. In-service performance
calculations could not be performed as there wet@nough data after the dry-docking in 2015.

Four vessels were used as control samples to egaMieat would be result if self-polishing coatings
were applied to the spot blasted hull as in previdty-dockings. Results of these vessels indicated
that, if hull spot blasted and self-polishing cogtapplied, hull performance decreases even dier t
first year, Table VI. Fuel consumption increaseantatically and speed decreases. Therefore, full
blasting is very critical for maintaining hull perfnance and avoiding increased fuel consumption.
Vessel 4 was a control sample to evaluate fulltiigsapplied to hull together with self-polishing
coating. Results indicated that fuel consumptiatuces for the *Lyear, then increases until next dry-
docking, but very limited compared to spot blastedsels. Table VII shows results for Vessel 4.
When we compare in service performance resultelfpslished + spot blasted vessels and self-
polished + full blasted vessels, the full blastedsel’s hull performance was better. Although Viesse
4 was completely covered with fouling, Fig.10, dadull blasting applied before self-polishing ap-
plication, frictional resistance of surface wastéxethan for spot blasted vessels. It is requicedna-
lyze results of more samples which are full blasted different self-polishing coating technologies
applied in order to have better evaluation.
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Table VI: Performance of Self polishing coated apdt blasted vessels
SELF POLISHING COATING + SPOT BLASTING APPLIED VESS ELS' PERFORMANCE

Dry-docking Performance In-service Performance
Speed Loss % Fuel Consumption mt/hr Speed Loss % Fuel Consumption mt/hr

VESSEL 3 -0,84% 3,57% -2,87% 13,80%
VESSEL 6 1,33% -5,82% -3,70% 17,88%
VESSEL 7 0,12% -0,54% -3,10% 15,13%
VESSEL 8 -1,43% 6,38% -2,65% 13,13%
VESSEL 7 1,40% -6,41%

Average 0,12% -0,56% -3,08% 14,99%

Table VII: Performance of Self polishing coated anmtiblasted vessel
SELF POLISHING COATING + FULL BLASTING APPLIED VESS ELS' PERFORMANCE

Dry-docking Performance In-service Performance
Speed Loss % Fuel Consumption mt/hr Speed Loss % Fuel Consumption mt/hr
VESSEL 4 0,93% -4,16% -0,71% 2,98%

Two different technologies of foul release coatimg=e tested on 7 vessels. Results indicated that
foul release coatings performed well. Fuel consimnpof all vessels was reduced by ~17% in aver-
age regarding dry-docking performance results. Sisipeeds increased up to 4%. After the first year,
fuel consumptions slightly increased together veithmited speed loss. Photos of Vessels 1 and 2,
made during their docking cycle and dry-docked m@ai2016 and 2017, confirm foul release coat-
ings performed better than self-polishing coatinigsere were not enough data to analyze in-service
performance of Vessels 4, 6 and 8. Also, 5 of Belssdid not complete their docking cycle with foul
release coating. It will be possible to evaluatults of completed docking cycles when all test ves
sels will be dry-docked again in 2018. Table Viiégents results of foul release coated vessels.

Table VIII: Performance of Foul Release coated &fsss

FOUL RELEASE SILICONE COATING APPLIED VESSELS' PERF ORMANCE
Dry-docking Performance In-service Performance
Speed Loss % Fuel Consumption mt/hr Speed Loss % Fuel Consumption mt/hr

VESSEL 1 2,67% -11,27% -1,77% 8,06%
VESSEL 2 4,48% -18,14% -0,82% 3,60%
VESSEL 3 5,79% -22,60% 0,28% -1,26%
VESSEL 4 2,93% -12,07%

VESSEL 5 4,17% -16,73% -2,55% 11,73%
VESSEL 6 4,68% -18,85%

VESSEL 8 4,33% -17,82%

Average 4,15% -16,78% -1,21% 5,53%

Table IX compares self-polishing and foul releasated vessel's dry-docking performances. Dry-
docking performance results confirms that foul aeke coatings have positive effect on ship’s speed
and fuel saving.

Regarding In-service performance, foul releaseetbatssels performed better than self-polishing
coated vessels in terms of speed loss and fueLiogton. Vessel 4 was the only sample where full
blasting + self-polishing and full blasting + fordlease coating applied in order to analyze efbéct
full blasting and coatings on the same ship. Baetahwere not sufficient data to analyze in-service
performance of foul release coating on this shihl& X compares data of both coatings.
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Table IX: Dry-docking performance comparison of-galishing and foul release coatings

Dry-Docking Performance Comparison
Speed Loss % Fuel Consumption mt/hr
SELF POLISHING FOUL RELEASE SELF POLISHING FOUL RELEASE

VESSEL 1 2,67% -11,27%
VESSEL 2 4,48% -18,14%
VESSEL 3 -0,84% 5,79% 3,57% -22,60%
VESSEL 4 0,93% 2,93% -4,16% -12,07%
VESSEL 5 0,10% 417% -0,75% -16,73%
VESSEL 6 1,33% 4,68% -5,82% -18,85%
VESSEL 7 0,12% -0,54%

VESSEL 7 1,40% -6,41%

VESSEL 8 -1,43% 4,33% 6,38% -17,82%
Average 0,23% 4,15% -1,10% -16,78%

Table X: In-service performance comparison of pelishing and foul release coatings

In-Service Performance Comparison
Speed Loss % Fuel Consumption mt/hr
SELF POLISHING FOUL RELEASE SELF POLISHING FOUL RELEASE
VESSEL 1 -1,77% 8,06%
VESSEL 2 -0,82% 3,60%
VESSEL 3 -2,87% 0,28% 13,80% -1,26%
VESSEL 4 -0,71% 2,98%
VESSEL 5 -2,25% -2,55% 10,70% 11,73%
VESSEL 6 -3,70% 17,88%
VESSEL 7 -3,10% 15,13%
VESSEL 8 -2,65% 13,13%
Average -2,55% -1,22% 12,27% 5,53%

For a better evaluation, we would need to standardésults of all vessels to the same speed level.
Dry-docking and In-service performance resultsatf-golishing and foul release coated vessels were
corrected and standardized to 18.74 kn which wasaae speed of foul release coated vessels before
foul release application. Figy.18 and 19 preseamdidrdized results. Blue lines indicate requiresd fu
consumption per hour (t/h) to create 18.74 kn speedference periods, red lines in evaluation-peri
ods. Fig.18 (left) proves that foul release coatessels can make same speed 18.74 kn with 17%
lower fuel consumption than before. Corrected atashdardized results of in-service performance
results confirmed that fuel consumptions can ireeeap to 14% in average during in-service period
except Vessel 4 which was full blasted.

Fuel Consumptions of Foul Release Silicone coated vessels Fuel Consumptions of Foul Release Silicone coated vessels
(fuel consumptions of Dry-docking Performance Indicators (fuel consumptions of In-service Performance Indicators
corrected and standardized to 18,74 Knot) corrected and standardized to 18,74 Knot)
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Fig.18: Corrected fuel consumptions of foul releasated
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Fuel Consumptions of Self Polishing coated vessels Fuel Consumptions of Self Polishing coated vessels
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corrected and standardized to 18,74 Knot and standardized to 18,74 Knot)

2,56

2
\E ,30 2,26

T—
225 2,18 T

——T /17
2,07 —

2,05 197

2.41 2,45

2,04

VESSEL3 VESSEL4 VESSELS VESSEL6 VESSEL7 VESSEL7  VESSELS8 VESSEL 3 VESSEL 4 VESSEL 5 VESSEL € VESSEL 7 VESSEL 8

~—Reference t 18,74 Knot ——Fy t = Ref 4 t —-—

Fig.19: Corrected fuel consumptions of self-polghcoated vessels
In summary, key results were:

» Foul release silicone technologies performed béltign self-polishing coatings for high-speed
Ro-Ro vessels.

« Only one vessel was fully blasted and tested wik-Bolishing coating. More studies are
needed to separate the effect of full blasting emating, also for better comparison of self-
polishing and foul release coatings.

* Advanced Hydrogel Silicone technology performedlwalall tested vessels.

* Advanced Fluoropolymer Silicone technology perfodnveell for both test vessels regarding
dry-docking performance results. But for in-seryiggformance, it performed well only on one
vessel and not on the other.

e Full blasting is very critical and important for Ihperformance. If a ship’s hull is only spot
blasted, even if it is completely coated with smifishing coating, the hull performance de-
creases dramatically. Most ship operators prefet blasting instead of full blasting for eco-
nomic reasons. However, this approach increasésdseand reduces operational efficiency.

« Self-polishing coatings perform well for max 1 ydar high-speed Ro-Ro vessels unless it is
applied together with full blasting which increadbgs beneficial period. All self-polishing
coated vessels arrived to next dry-dock with agduiull.

» Hull performance of foul release coated vessels r@duces during in-service period but reduc-
tion seems not dramatic like self-polishing coading

< Hull fouling occurs for the foul release coatedseats but not worse than self-polishing coated
vessels. Photos taken just after entering the dek-@donfirms foul release coated vessels’ hull
were in good condition.

This study was about results of different hull aogapplications to high-speed Ro-Ro vessels under
different conditions. Result of same coating tedhgies may differ on different ship types and dif-
ferent operational conditions.

With the implementation of ISO 19030, we expect thare studies will be carried out to evaluate
hull performance changes with field data. Uncetyaof field data will be always high unless they
carried out according to ISO 19030 Part 2 whicluires complete performance monitoring and log-
ging system. Most vessels do not have performaragtaring and logging system. Therefore, real-
life studies will be helpful for ship owners, paproducers, academia and other interested parties.

ISO 19030 declared four performance indicatorsrgsidcking performance, in-service performance,
maintenance effect and maintenance trigger. Howedweorder to evaluate effect of coating, the
standard could be strengthened with new indicdtmesvaluate performance of coating directly with
comparing results of same periods after last digkdsnd recent dry-docks. For example, first year
after previous dry-dock and first year after last-dock could be compared. This kind of comparison
will result in better information regarding efficiey of coating under different conditions.

192



Also, the standard could be strengthened with addinew method to Part 3 for liner vessels. Part 3
requires daily collected data to analyze. It wduddmore practical for liner vessels to compareltgsu
of each voyage or each leg if the vessel is tradmghe same line for a period which covers reguire
analysis duration.
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M easurement of Speed Through Water

Eric Giesberg, NSWC-CD, Bethesda/USAric.Giesberg@navy.mil

"This brief is provided for information only and é®not constitute a commitment on behalf of the U.S
government to provide additional information on fliegram and/or sale of the equipment or system."

Abstract

The relevant issue with monitoring and measurinip gerformance is the measurement of speed
through water. In 2016 an Acoustic Doppler Currémbfiler (ADCP) was mounted on a US Navy
ship for the purposes of a hull monitoring prograft.the onset of the program a baseline trial was
completed to both determine the clean hull perfaroeaof the ship and the performance of the ADCP
on a surface ship. The trial included completingipeocals using standard calculations and
‘triangles’ using more advanced calculations toadate speed through water. The results from the
ADCP (Acoustic Doppler Current Profiler), maneuveiectroMagnetic Log (EMLog), and surface
based HFRadar (High Frequency Radar) corrections eompared in this report and examined for
agreement and repeatability. The ADCP performedcassfully showing strong agreement and
repeatability though strong concerns still exist ffang term viability. The EMLog was found to have
issues beyond calibration offsets. The surface d&ffeRadar appears to be a passable correction
method that may be of more benefit for measuremérghip maneuvers. The new method for
analyzing GPS/INS (Global Positioning System/laémdavigation System) speed over the ground
data presented in this report is shown to have gagteement with the ADCP with the added
advantage over the classic calculation by genegaéin associated uncertainty with the speed.

1. Introduction

For comparison of ship performance, isolation & #hip’s performance from its environment is
critical. Once all the environmental factors arenoged the ship’s speed through water can be
determined. There are three primary environmenitabfs that create drift: current, wind, and waves.
Current, unlike the other two forces is a radiajynmetric force when applied to the ship. The effec
of wind and waves can be mitigated by only testingng ‘calm’ wind conditions (which are based
on ship size). The effects can also be subtracsddon modeling using measured instruments. The
wind and wave effects are outside the scope ofpédyier.

This paper compares various methods of measurimgsgieed through water. Included is the most
commonly accepted method based on reciprocal kigsl, to estimate the speed through water. A
new method for calculating speed is also introduoetthe paper that allows for calculation of speed
uncertainty and allows non-reciprocal passes (lieduihie time to execute) from purely GPS/ INS
(Global Positioning System/Inertial Navigation Sys) data.

Jm——
— )

Fig.1: Typical racetrack maneuver used when estmaipeed through water

2. Basic Theory and Nomenclature
Once the ship is at a fixed condition (i.e. consfawer, pitch, rpm, etc.) without maneuvering the

ship’s speed through water should be constant.shigs speed through water can be defined by two
vectors:
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* Ve - Forward velocity of the ship through the water
e V.- Lateral velocity of the ship through the water

The drift due to current can be defined as such:

e Dy - Drift in northings direction
e Dx- Drift in eastings direction

Though labeled here as single variables, driftfisnation that varies continually across spécey)
and time(t).

DY = f(t, x:y)
Dy = f(t,x,y) @

The heading can be used to transfer the current vectors idship’s reference frame

Dr = Dy sin@ — Dy cos 8 2
D; = Dy cos8 + Dy sin®

When added to the ship’s speed through water tipsssdpeed over ground is given.

V,F=VF+DF
3
V,L=VL+DL ()

Commonly, of the above variables only the head)gafid the speed over ground { andV’.) can
be measured on a ship via INS and GPS.

3. Speed Through Water

Recently a ship was operated off the coast of Smydequipped with various instruments for
measuring the speed through water. These in cotidrnaith methods for deriving speed through
water allowed for multiple points of comparison.

3.1 EM Log

An AN/WSN-8A Digital Electro-Magnetic Log (DEML) isurrently installed and is the standard
sensor for measuring speed through water on the whien underway. The EM Log works by
inducing a voltage in the water thus creating attebmagnetic field from coils at the bottom of the
sensor, the voltage is then measured and is ctaddia the speed of the water flow past the sensor.

3.2. ADCP

A Teledyne Workhorse Acoustic Doppler Current ReofiADCP), operating at 1200 kHz was
mounted in the forward third of the ship adjacenthe EM Log. The ADCP works by transmitting a
sound at a fixed frequency and measuring the fregyuef the echoes due to backscatter. The Doppler
shift in frequency can be used to measure the speéie water in the component parallel to the
beam. Using three sensors will give the speedrietidirections, a fourth is used to supply thererro
velocity and measure agreement between the sehdorR011).

3.3. New Comprehensive Calculation

When only using GPS (an SBG Ekinox during thid)}warying courses at constant conditions can be
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used to generate the data necessary to solve thve aguations to solve f&f- andV.. The data is
recorded as discrete time series and the probleontes determining the values of the speed through
waterVe, VL and drift Oy, Dx) that minimize the following equation:

n
D Wp=Ve=Dp)? + (V' =V, = D,)? @)
t=0

Where the speed over ground and heading is a tamgng function and the drifts are both time and
spatially varying. The currents are assumed torbhg \arying with time and a polynomial function
can be used such as Eq.(5) for a constant currefd.§6) for a current varying linearly with timg.(
(a,b,c,dare arbirtrary constants)

DY=C
Dy =at+c
Dy =bt+d ©)

For example, if Eq.(6) is substituted into Eq.@&9,(4) becomes:

i (V' = Ve — (at + ¢) sin6 + (bt + d) cos 0)? + "

V', =V, —(at+c)cos6 — (bt + d)sin b )?
t=0

When used with a recorded time series that mightato 3 passes of 5 minutes at a 10 Hz data rate,
9000 points may be generated. The minimization lprobmay be solved if polynomial functions are
used employing linear algebra, computational mination algorithms are often faster. An example
of the analysis is given in Section 7.1. The equmalso implies the possibility of non-reciprocal
passes, such as doing triangles and maneuveralkhattesting of speed while still making positive
headway to the next port. A few triangular maneswaere completed and are discussed in the
repeatability section.

To calculate the error associated with this methottationary bootstrap’Romano and Politis
(1994) a type of block bootstrap that reduces issueb hlibck size selection (though the average
block size chosen is ~30 s), can be used. Thissbapping in conjunction with the addition of
random sampling from instrument uncertainty (catesd) will generate new data sets that can then be
fit by the original method. The calculated forwaselocities will create a distribution of points tha
can then be used to determine the uncertaintiesiassd with the point.

3.4. Simplified
With the following assumptions, the above methad lea simplified:

* Each pass can be described by a single velociyaial
* Each pass is perfectly reciprocal (18t the previous pass
e The time between and the duration of each pas®isadme

The derivation is given in Section 7.2. After datien determining the velocity for two passes and a
constant current is:

Vi+ V.
RN S’

> (8)
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and three passes and a changing current is:

Vi+ 2V, + V.
— 1 2 3 (9)

This is the current standard practice for analgsship speed through water.
3.5. HFRadar

High frequency (HF) radar systems measure the spegdlirection of ocean surface currents in near
real time from the shore [3]. The HFRadar operatesending radio waves and then measure the
speed of the waves that bounce back. By changmdréguency of transmission, the length of the
ocean wave that reflects the transmission backgegsra simple calculation estimates the speed of
the wave in zero current. The current speed camdesured by removing the wave speed from the
speed of the returned transmission. Combining tweR&Har sites will supply vectors in two
directions. When used in conjunction with the shipieasured speed over ground from GPS/INS, it
allows for calculation of the ship’s speed overavat

4. Agreement of Methods

Validating all methods is difficult because no dhtmtruth exists to the measurements. The best tha
can be done is a direct comparison of each methddiasume that the greater the overall agreement
the better the method. Various methods given ba@wsed to compare measurements taken during
the trial.

* Average Bias - Magnitude of the average differermsda/een each measurement

« Average Absolute Bias - Average of the absolutkedifhices between each measurement

* Limits of Agreement - The 95% confidence intervhtte differences between the two meas-
urementsChambers (1983)

* Maximum Bias - The maximum difference between eaelasurement over the course of the
trial

» Scaled Pearson Correlation Coefficient

« Correlation of the two methods, discounts any biéects

* Average Unaccounted Difference - Average of théedinces not accounted for by overlap of
the 95% uncertainty intervals

* Maximum Unaccounted Difference - The maximum ddfeze between each measurement
that can’t be accounted for by the 95% uncertdintgrvals

Table | to VIl are colorized to help give a visuapresentation of the agreement where red indicates
higher disagreement and green greater agreement.values are given in knots except for the
correlation coefficient where the range is fromoO1lt Each cell is a comparison between the two
methods. In Tables | through IV the bias error®eisged with each method are compared. The first
cell of the ADCP shows large errors which can hebaited to the fact the cell is measuring within
the boundary layer of the ship. The EMLog has #rgdst errors overall (Table 1ll) though which
may indicate the lack of accuracy of the devicee ®implified, comprehensive, and HFRadar
methods give similar results while the HFRadar setedhave the greatest outliers when compared to
the ADCP measurements out of all the three GPSadsth

Table V shows that the errors associated with tMidf cannot be attributed purely to linear
calibration errors as a Pearson Correlation Cdefftcof 1 would indicate perfect linearity between
the measurements.

Tables VI and VII show the accuracy or ‘honesty'tloé uncertainty measurements calculated from
the instrument. All measurements except for the BYlbn average have a less than 0.08 kn of unac-
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counted difference. The HFRadar shows the maximoaceounted for errors out of all the methods.

Table I: Average bias

K

\~ \q' \0, NS NS N é{’
E A A A K A R

g & F FFF S K

ADCP Cell 1 0.249 0.237 0.172 0.149 0.150
ADCP Cell 2 0.044 0.056 0.103 0.107 0.121
ADCP Cell 3 0.047 0.059 0.117 0.114 0.122
ADCP Cell 4 0.104 0.093 0.100
ADCP Cell 5 0.249 0.044 0.047 0.083 0.066 0.071
ADCP Cell 6 0.237 0.075
EMLog 0.100
simplified 0.172 0.103 0.117 0.104 0.083 0.075
Comprehensive 0.149 0.107 0.114 0.093 0.066 0.052
HFRadar 0.150 0.121 0.122 0.100 0.071 0.058
Table II: Average absolute bias
5 2 » ™ % © &°
S & & & P& & L s
Q Q $ Q Q Q A & & &
S ¢ FFFF S s
ADCP Cell 1 0.257 0.249 0.191 0.160 0.191
ADCP Cell 2 0.088 0.108 0.154 0.138 0.152
ADCP Cell 3 0.063 0.085 0.151 0.134 0.148
ADCP Cell 4 0.059
ADCP Cell 5 0.257
ADCP Cell 6 0.249
EMLog 0.150
Simplified 0.191 0.154 0.151 0.135 0.105
Comprehensive 0.160 0.138 0.134 0.111 0.079 0.066
HFRadar 0.191 0.152 0.148 0.133 0.112 0.106
Table lll: Maximum bias
~ C » > % 0 é“’\&
NS NS N NS N\ NS
éf"& vd’& s & é’d& S o & &
v.
ADCP Cell 1
ADCP Cell 2
ADCP Cell 3
ADCP Cell 4
ADCP Cell 5
ADCP Cell 6
EMLog
Simplified

Comprehensive
HFRadar

Table IV: Limits of agreement
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ADCP Cell 1
ADCP Cell 2
ADCP Cell 3
ADCP Cell 4
ADCP Cell 5
ADCP Cell 6
EMLog
Simplified

Comprehensive

HFRadar

ADCP Cell 1
ADCP Cell 2
ADCP Cell 3
ADCP Cell 4
ADCP Cell 5
ADCP Cell 6
EMLog
Simplified

Comprehensive

HFRadar

ADCP Cell 1
ADCP Cell 2
ADCP Cell 3
ADCP Cell 4
ADCP Cell 5
ADCP Cell 6
EMLog
Simplified

Comprehensive

HFRadar

?
Y
%
A4
)
/6‘

f

¢ P ¢ & & o
o3 o3 o3 o3 3

AR A T A
0297/ 0519
0.197 0.239 0.315 0.353 0.260 0.315
0.164 0.372 0.278 0.206 0.282
0.395 0.247 0.183 0.273

0.183 0.140 0.264
0.161

0.132
0.197
0.239 0.121
0.297 0.315 0.372 0.395
0.353 0.278 0.247 0.183 0.161
0.389 0.260 0.206 0.183 0.140 0.123 0.427
0.315 0.282 0.273 0.264 0.276 0.411

Table V: Scaled Pearson correlation coefficient

&
Q AN
& @‘9% &

15
0937 0.928 0965 0.931
0.978 0.983 0.955
0971 0.972
0.964 0.978
0.951
0.941

0.968
0.954
0.948
0.937 0.985
0.928 0978 0.990
0.965 0.983 0971 0964 0.951
0.931 0955 0972 0.978 0.988
0944 0962 0.976 0.981 0.989 0.934
0951 0960 0.963 0.965 0.961 0.922

Table VI: Average unaccounted difference

0.091 0.076 0.070 0.050 0.030 0.016 0.117
0.072 0.057 0.049 0.042 0.031 0.030 0.072
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ADCP Cell 1
ADCP Cell 2
ADCP Cell 3
ADCP Cell 4
ADCP Cell 5
ADCP Cell 6
EMLog
Simplified
Comprehensive
HFRadar

5. Repeatability

Table VII: Maximum unaccounted difference

N4

&
v.
0.534
0.6584
0.6743
0.7868
0.4579
0.0769

0.7574
0.7263

&
&

0.534

0.0643
0.1014
0.1927
0.2408
0.4323

0.2254
0.4732

%>

N\
& ’
0.6584
0.0643

0.0334
0.1194
0.1739
0.5592

0.1784
0.4053

>
&

&
0.6743

0.1014
0.0334

0.0352
0.0897
0.5751

0.1583
0.3505

\2

.
0.7868
0.1927

0.1194
0.0352

0.0219

0.6876

0.1242
0.3894

0.4579
0.2408
0.1739
0.0897
0.0219

0.5143

0.0862
0.4524

o
4

&\\9"

0.0769
0.4323
0.5592
0.5751
0.6876
0.5143

0.7279
0.6246

Tables VIl to XI show the repeatability of the nse@ements during a few runs.

Table VIII: 15 knot racetrack three-pass

Run Hdg Wind Dir Usage
12 483]1-302| e . -
B1784| 3.97|-85.1 - . - -
-1.2 4.58|-43.8 . - -
Instrument Measured Speed (kts)
Simolified 1515 1512 15.14
imp
EMLo 14.75 | 14.64 | 14.80) 14.69 | 1471 | 14.72
]
4015 [ £0.15 | £0.15 | £0.15 | £0.15 | =0.15
c hensi 1517 15.14| 15.16
omprehensive
+0.02 [ £0.02 | £0.02
HF 1515 15.13 | 15.16| 15.14 | 15.15| 1515
Radar
£0.10 | £0.10 | 2010 £0.10 | £0.10 | =0.10
ADCP Depth Cell 1 14.8% | 14.85| 14.95| 14.87 | 14.90| 14.59
&
4002 | £0.03 | £0.03 | £0002 | £0.02 | =0.02
ADCP th Cell 2 1518 15.12| 15.21| 1515 | 1517 | 1517
Dep e
+0.02 | £0.02 | £0.02 | £0.02 | £0.02 | £0.01
ADCP th Cell 3 1522 15.18 | 15.23] 1520 1520 15.21
Dep ©
+0.02 | £0.02 | £0.02 | £0001 | +£0.02 | £0.01
ADCP th Cell 4 15.22 | 15.19) 15.22] 15.20| 1520 15.21
Dep “
4002 | £0.03 | 2002 £0002 | £0.02 | 20.02
ADCP th Cell 5 1521 | 15.19| 15.22| 15.20| 1520 15.20
Dep e
+0.03 | 20,03 | £0.03 | £0002 | £0.02 | 20.02
ADCP th Cell & 1520 15.18 | 15.21| 1519 | 1519 15.20
Dep e
+0.03 | £0.0d | £0.04 | £0.03 | £0.03 | =0.03
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(4
‘}4

&
«
<

&L

®

0.7574
0.2254
0.1784
0.1583
0.1242
0.0862
0.7279

&
&

0.7263
0.4732
0.4053
0.3505
0.3894
0.4524
0.6246



Table IX: 20 knot racetrack three-pass

Run Hdg Wind Dir Usage
Al1T7R| 495]|-362| = . -
Bl 22| 7.3]-49.3 - . - -
Cl1793| 6.09)-929 . * -
Instrument Measured Speed (kts)
20.51 | 20.52 | 20.51
Simplified
2030 ( 20.31 | 2029| 20031 | 20.30 | 20.30
EMLog
+0.20 | £0.20 | £0.20 | £0.20 | £0.20 | =0.20
20.54 | 20.56 | 20.56
Comprehensive
+0.02 [ £0.02 | 2004
20,51 | 20.55 | 2053 | 20053 | 2054 | 2053
HFRadar

010 | 20,10 | 2010 20010 | £0.10 | =0.10
2038 | 20.46 | 20.40| 2041 | 2043 | 20.42
+0.07 | 20,00 | 2000 | L0008 | 2009 | 20.08
20.82 [ 20.76 | 20.76| 20079 | 2076 | 20.79
+0.0d | 20.06 | £0.06 | 20004 | £0.06 | 20.04
20.82 [ 20.72 | 20.77| 20078 | 20.75 | .78
+0.0d | 20,04 | £0.04 | 20004 | 2004 | 20.04
20,80 ( 20,67 | 20.75| 20075 | 20.71 ) 20.75
+0.0d | 20,04 | 20.04 | 20004 | 2000 | 20.04
20,74 | 20,60 | 20.70| 20068 | 20.65 | 20.70
+0.03 | 2003 | 2004 | £0.02 | £0.03 | £0.02
20.71 | 20.59 | 20067| 20066 | 2063 | 20.67
+0.0d | 20,03 | £0.04 | £0.03 | £0.08 | 20.03

ADCP Depth Cell 1

ADCP Depth Cell 2

ADCF Depth Cell 3

ADCF Depth Cell 4

ADCPF Depth Cell 5

ADCP Depth Cell 8

Tables VIl and IX are standard racetrack runs whtlee passes. Tables X and Xl are an alternative
maneuver that consists of one reciprocal followgdim 120 turns to create a triangle. In each table
the measurements are shown for each possible catithirof the runs. The heading, true wind speed
in knots and wind direction (collected from thelmmard ship’s instrument) are shown for each pass.

In Table VIl the ADCP depth cells 1, 2, and 3 utaimty estimates do not account for the difference
between passes B and C. No environmental diffesco@e be accounted for and depth cells 4 through
6 appear to be more consistent. In Table 9 Deptls @ehrough 6 are the least consistent. Pass B in
Table X seems to be unusually high across the memsmts. Pass D also appears to be unusually
high in Table 11. The final pass in Table 10 appé¢aiskew the new calculation and HFRadar results
towards a lower speed. Both use the GPS so some=sting skew may occur in results that may
merit more observation. Comparison of the non-reci@l portions of the maneuvers against the
reciprocal portions shows good agreement.

201



Table X: 12 knot non-linear triangle multi-pass

Bun Hdg Wind Dir Usage
A 1787 355 |-1166| = . . .
B| -21 201 -626 . . . . - .
C(-1218 342) 994 . . . . - .
D) 1185 1.20] -85.1 . . - .
Instrument Measured Speed (kts)
12.20
Simplified
1193 12.09( 1197 1200 12.01 | 1200 12.00] 1199) 1202 | 12.01
EMLog '
+0.12 | 2012 | 2012 | 2012 | 2012 | 2012 | 20012 | 2012 ( £0.12 | 20.12
1223 1221 12,12 1223 12.16| 12.16
Comprehensive
+0.02 | £0.00 | £0.04 | £0.05 | £0.03 | 20.05
1229 1215 1220 1205 [ 1222 12.20| 12.12| 12.25| 12.16| 12.19
HFHadar
+0.10 | 2010 ) 0014 | £0004 | 20010 | =011 | 20007 | 20011 | 2009 [ 20,09
1207 1213 1212 | 1210 [ 1210 1213 1211 12.10) 12.15| 12.14
ADCP Depth Cell 1
+0.05 | 20,03 | £0.04 | £0.32 | 20004 | 20003 | 20022 | 20004 [ 2004 [ 2004
1224 1233 1232 | 1231 | 1220 1233 1231 1229 12.35| 12.34
ADCP Depth Cell 2
+0.03 | £0.62 | £0.03 | £0.03 | £0.33 | =0.02 | 20,03 | £0.02 [ £0.02 [ 20,02
1223 ( 1239 1228 | 1231 [ 1231 12.33| 12.30| 1228 12.34| 12.32
ADCP Depth Cell 3
+0.03 | 20002 | £0.03 | £0.04 | £0.02 | =002 | 20,03 | 20,02 [ £0.03 [ 20,03
1222 12,44 1223 | 1227 1233 | 12.33| 12.26| 12.25| 12.30| 12.20
ADCP Depth Cell 4
+0.03 | £0.02 | £0.03 | £0.04 | 002 | £0.03 | +0.03 | +0.03 [ £0.03 | 20.03
1220 1249 12,18 | 1219 1235 1233 | 12,18 1223 | 12.27| 12.26
ADCP Depth Cell 5
+0.03 | £0.03 | £0.02 | £0.03 | £0.03 | 20.03 | 0,02 | L0.02 [ £0.03 | 20.02
1216 1255 12,15 1219 1236 1234 | 1218 1221 | 12.26| 12.25
ADCP Depth Cell 6
+0.04 | 20,02 | £0.03 | £0.02 | 2003 | £0.03 | 20,02 | L0.03 [ £0.03 | 20.03

6. Conclusion

The only absolute conclusions that can be made frosntest is that the EMLog is only accurate at
best to 0.3 knots and at worst off by 1 knots. Theice of the ADCP cell window should be made to

make sure it is outside the boundary layer of thig &t least 1 meter in this study).

Without testing in faster and changing currenténit exists to the rest of the conclusions that ba
drawn. The new method agrees strongly with thesidak calculation with the addition of the ability
to handle non-reciprocal runs. Use of an HFRadagaanay be a viable way to save time and money
during future testing with the understanding of liheted accuracy (errors of up to 0.5 knots).

The repeatability section in this also tends tonshiat two passes are just as accurate as threepas
during normal reciprocal runs. The non-reciprocasges show the viability of the maneuver. The

greater problem during testing is repeatabilitypasrarge time frames.
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Table XI: 16 knot non-linear triangle multi-pass

Run Hdg Wind Dir Usage
Al -15 T.77| 627 = - . .
B|1776| 5.28|-100.0 . . . . - .
C|-614 .16 -61.7 - . - . - .
D] 589 3.02( -90.0 - - - .
Instrument Measured Speed (kts)
16.28
Simplified
EMLog 1601 1595 1591 | 16.14 | 1599 1595 | 16.0d | 15.97| 16.02| 16.02
£0.16 | £0.16 | £0.16 | £0.16 | £0.16 | £0.16 | £0.16 | 2016 [ £0.16 | £0.16
. 16.29 1633 | 16.26 | 16.29| 16.32| 1629
Comprehensive
+0.03 | £0.03 | £0.04 | £0.03 | £0.04 | £0.04
16.36 1622 [ 1654 | 16.17 | 16.28| 1637 | 16.34 | 16.37| 16.30| 1632
HFRadar
2010 20,09 | £0.04 | 2014 | =010 20,07 | 20209 | =008 [ 20008 | £0.09
16.17( 1617 1605 | 16.27| 16.17| 16.13 | 16,18 | 16.14| 16.19] 16.18
ADCP Depth Cell 1
=004 | £0.04 | £0.04 | 20,03 | =0.04 | 20,04 | 2003 | =003 | £00,03 | £0.03
16.41( 1640 1635 1655 | 16.40| 1638 | 16.47 | 16.39| 1645 16.44
ADCP Depth Cell 2
=003 | £0.03 | £0.02 | 0,02 | £0.02 | £0.02 | 2002 | 2002 [ 20002 [ £0.02
16.42 ( 1640 1639 1656 | 16.41| 1640 | 16.49 | 16.41| 16.46| 16.45
ADCP Depth Cell 3
=004 | £0.03 | £0.03 | £0.45 | =0.03 | £0.02 | 027 | =003 [ £0,02 | £0.03
16.39( 1635 [ 1639 | 16.54 | 16.37| 1627 | 16,48 | 16.38 | 16.44| 16.43
ADCP Depth Cell 4
=003 | £0.04 | £0.02 | 0,03 | =0.03 | £0.03 | =002 | =003 [ £0003 [ £0.02
16.39( 16.26 [ 1640 16.48 | 16.31| 1632 | 16.45 | 16.35| 1639 1639
ADCP Depth Cell 5
£0.03 | £0.04 | £0.03 | £0.03 | £0.03 | 2003 | 2003 | 2003 | 0,03 | £0.03
16.41( 16,19 1640 16.42 | 16.29| 1630 | 16.41 | 16.34| 16.35| 16.36
ADCP Depth Cell 6
£0.03 | £0.47 | £0.03 | 20,04 | £0.28 ( 2033 | 2003 | 2023 | 20,22 | 2017
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7. Supplemental Section
7.1. Example Calculation

The following is an example calculation of speawtigh water and uncertainty. An actual set of runs
is taken from the test and is reduced from 10 Hx®4 Hz.

Table XII: 0.01Hz Nominal 15 Knot 18@®Reciprocal Two Pass

Pass 1 Pass 2
t Viwd Viat 6 t Viwd Viat o
[s] [kn] [kn] [°] [s] (kn] (kn] [°]
0| 15.144 | 0.047 359.62| 1039 14.881 1.168 178,21
10| 15.419 | 0.046 359.87] 1049 14955 0.894 178,84
20| 15.144 | 0.121 359.50; 1059 15.160 0.212 17953
30| 15.501 | 0.238 358.89| 1069 15.100 0.495 179/48
40| 15.324 | 0.024 358.25| 1079 15.037 1.0%8 179)18
50| 15.559 | 0.101 357.74 1089 14925 1.129 178,84
60| 14.999 | -0.052| 358.10{ 1099 15.041 0.819 17807
70| 15.404 | 0.112 358.30f 1109 15.085 0.2%6 177/50
80| 15.210 | -0.318| 358.99| 1119 15.230 0.494 17729
90| 15.408 | 0.316 358.78] 1129 14984 0.885 177)07
100| 15.088 | 0.106 358.65| 1139 14975 0.690 176,83
110| 15.464 | -0.105| 358.23| 1149 14924 0.925 17720
120 15.100 | 0.311 358.31| 1159 14.889 0.881 17815
130 15.219 | 0.115 358.86| 1169 14.973 0.614 17893
140| 15.239 | 0.276 358.97] 1179 15.023 0.511 179)35
150 15.223 | 0.465 359.21] 1189 14944 0.581 179)57
160 | 15.152 | 0.255 359.14| 1199 15.102 0.420 17916
170 15.403 | 0.049 358.81
16 9000
14 "";‘ 8000
12 :ul 7000
10 --": 6000
é 8 ': 5000;3;
§ 6 4000%
s &
4 - 3000
2 :, 2000
(0] 1000
Hv~9ﬂ£ammgs:ases%@mm&sgssmﬁagagagagg
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—\/f V|' e o eee Residual

Fig.2: Convergence of minimization algorithm
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Then for simplicity we will use a constant currembdel, the data can be given into a minimization
algorithm that adjust®’s, V'L, ¢ andd to minimize the following objective equatiox’ andV’. can

be set to the classic calculation and zero respeygtio speed up convergence). The convergence over
103 steps of the chosen Levenberg-Marquardt algoris shown in Fig.2.

The values minimize to:

« V¢ =15.159

* V=0.399
e ¢=-0.1155
e d=-0.305
n
(V'e = Ve — (¢)sin@ + (d) cos 6)* + (10)
V', =V, —(c)cos@ — (d)sin 6 )?

t=0
7.2. Derivation of simplified rule

First if we follow the assumption that each passleadescribed by a single velocity forward Eq.(7)
after transformation into a set of three equatitonse solved becomes:

VIFl = VF - (atl + C) sin 91 + (btl + d) COS 91
V,FZ = VF - (atz + C) sin 92 + (btz + d) COS 92 (11)
V,F3 = VF - (at3 + C) sin 93 + (bt3 + d) COS 93

Then if each pass is perfectly reciprocal we cdsstute +90° for eacld to simplify the equation
(i.e.6:=90°,6, = -90°). The equation becomes:

VIFl = VF - (atl + C)
V,FZ = VF - (atz + C) (12)
V,F3 = VF - (at3 + C)

If the time and duration between each pass aresah®, we can descrilbeas being related to an
arbitrary timetyasswhich can then be divided lhyo get simple time values.

t1 = —tpass= -1

t2=0 =0 (13)
t3 = +tpass= 1

The previous equation becomes, which is three emsatwith three unknowng/, a, 0.

VIFl = VF +a—c

V,FZ = VF +c (14)

V,F3=VF_a_C

This can be solved algebraically to get:

Vigg+ 2V + V'
y= L F 4Fz F3 (15)
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Improving the Reality —
Paint Work in Dry Dock and Its Implication on Vessd Performance

Birk Fleischer, C.E.T., Hamburg/Germanigam@-cet-hamburg.com

Abstract

Despite all theoretical analysis, preparation prior and in-depth monitoring after docking, the fate of
vessel performance is determined by applying the appropriate coating system in dry dock correctly.
The paper is highlighting major tripping stones prior and during a scheduled docking. The typical
paint selection process of ship managers, skillset of decision makers and its influence on performance
is explained. The relation of paint maker, shipyard and ship manager during the docking and its
direct influence on the actual achieved result in dry dock is demonstrated. The paper further recalls
some regular mistakes which are done in dock and their direct, irrevocable implication on the vessel
performance. The paper closes with clear recommendations of how the shipping industry members
can notably improve vessel performance prior and during the dry docking.

1. The zig-zag way to the dry dock

The typical paint selection process at an averhigersanager starts with the recognition that thd ne
docking for a vessel or series of vessels is uphemt While between 2005 and 2010 this might have
been up to one year prior to the event, currenttyhave cases with head times of 7 days — for a
regular planned docking. This can be mainly adéets® the changing economic environment,
especially the involvement of more and more denisinakers, which do not have maritime
background. Banks, Trusts and Hedge funds are sbthem.

Every ship manager — without exemption - is cormfigethe fact of good anti-fouling performance in

preparation of a docking. The starting point ofnpaelection usually is the best-for-money product
the ship manager has knowledge of. That does regssarily mean that this product performs well.
But in the competitive environment of ship openatithe known is much more important than the
possible better, which is unknown. Currently, duf& in ship performance is a severe commercial
risk to any vessel intending to stay off the beaatfeAlang.

It is this starting point of paint selection, whithalready determining the path for paint selectio
This starting point is set by budget and knowledyyile the budgets may be vastly different, the
existing knowledge about paint within ship managerquite equal among most of them — a topic
touched later in this paper in more depth.

Once the ship manager has set the base produbbmfec in most cases the already applied material
they know, tenders from various makers are askedTtee procurement and technical people at the
ship managers are consequently bombarded withsoffied options. The given options are not only
vast, but also conflicting. The “best” product inyagiven range can be procured with vast price
differences. We have worked a case, where lowidricBilyl SPC was offered in a range of 10,81

USD/L up to 52 USD/L [for a 2500 TEU container tendGerman ship manager in personal

communication in 2014] — with nearly identical merhance description. The ship manager is fully
aware that there is a difference in the products,amy person cannot avoid the question: Is the
expensive stuff really some 5 times better?

The tender continues to run through the ship marsgerridors — the technical Superintendent, the
commercial people, the procurement people and #magement do favor a product — and certainly
seldom the same. Recently, another factor comespilaty — the ship owner. The paint selection
process is made more complex by owners, which saygs by themselves but also give ships to
other ship managers for technical operation, e @ei8k, Borealis or Delphis. These companies have
their own ideas and experience about coating angxacute direct influence on the decision-making
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process of the ship managers. The result is ofienig-zag course through the paint options in
currently a very short time span. The result cddose be predicted.

Although the starting point of all ship managerga®d hull performance, the product finally seldcte

for the upcoming docking may be very surprisingdtrinvolved parties. We reviewed systems with
CDP/SPC/CDP coating combinations, CDP/Silyl coatognbinations and even high quality Silyl

applications on 10-year old, non-treated surfades § 1700 TEU feeder tender;, German ship
manager in personal communication in 2013] — all résult of a compromise between the involved
interests.

But there is one dominating factor in the selecparcess, which overshadows most other factors:
2. The paint maker’s curse

The supply of paint material and all related woiksdry dock are responsible for up to 30% of

docking cost. The purchase of the paint materiahfoormal scheduled docking is usually the highest
single expense in five years for any given vesSehsequently, choosing the right paint material is
strongly reviewed by ship managers and owners.g@tlyr the biggest focus is on cost reduction

while maintaining a bearable performance level.

But when it gets down to paint material knowledge picture becomes blurry, very fast. Most ship
managers or owners don’t employ paint experts, ighiiew the vessel needs and choose the required
paint systems independently of the paint makers.c#&®mon practise, paint makers advise ship
managers on paint material and to overcome shomgsmin paint knowledge the “usage” of
competing paint makers to get a better pictur¢aisdard. Unfortunately, in most cases, this creates
even more fuzzy picture.

The performance of paint material as such but éaslheof anti-fouling paint is depending on a huge
number of factors besides the material itself: @ouenstances of application (winter/summer etc.),
surface preparation (surface condition/blastinglitydetc.), sailing area of the vessel, idle times,
damages in service, sailing speed and many mouostritingly, a paint maker having provided the
“perfect” material can find disastrous conditiorfter five years of service while a “poor” paint

material may enjoy a much — better — than — explesveking result after its service life.

It is a curse for the paint makers that their ieflae on final paint performance is limited. As final
product performance cannot be fully influenced npanakers have put sales efforts on changing
product names, ever changing vocabulary and sestatements of non-comparability of products
among paint makers. This creates an extremely sorfuview on paint for ship managers.
Furthermore, considering the enormous commerciakqure on paint makers, the tendency to
influence paint decisions with facts is low, while tendency to influence decisions through other
ways, be it commercial or through personal relatimnvery high. But is it the obligation of the ipiai
maker, which after all needs to sell paint, to jtesufficient knowledge? Or is it:

3. The ship manager’s obligation

Most decision makers for paint in shipping comparf@ve technical background. Most common
background is either a technical position on boaedhnical study at university or combination

thereof. A non-representative review of internal TCEecords show some 60% engine related
background, 20% nautical background and 20% othekdround of known decision makers. In a
CET market review, of 1200 shipping people makiragnp decisions in Germany, namely fleet

managers, Superintendents and Procurement positiongecision maker could be identified with a
straight paint job title or position (e.g. Paintp8untendent) and less than 1% of the shipping
companies interviewed were stating to use makesgaddent knowledge on paint decisions
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It remains a mystery for the time being, why shipnaigers do not employ maker independent
knowledge more aggressively, while the stakes famg decisions are high — commercially and in
terms of vessel performance.

4. The paint equation

Once a paint system is chosen and the vesselhsanig) dry on the blocks in the shipyard, the actual
paint work is starting — washing, scraping, blastiir blowing and painting is keeping ship manager
shipyard and paint maker very busy.

But it is an uphill battle for any ship manager ame& which is mostly lost by them.

Two parties in the paint equation are there to @@oney: shipyard and paint maker and both have a
huge advantage. It is nearly impossible for botheattributed to a paint failure, especially afiee
years of vessels service — too many factors areinfioienced by the yard and maker hence any
commercial pressure by the ship managers can bledeuif.

Based on the vast number of applications done bygamen yard, they have an intimate knowledge of
how to prepare the surface and apply coating fadt effectively. At the end of a docking, all
shipyards need to earn money, so it is their fightr and obligation to be swift and as good as
required. To balance the quality of work with tiraed cost at a shipyard, ship managers rely to a
notable extent on paint maker’'s representativesit becal or from the home country of the ship
manager. The reasoning of the ship managers islesinipe paint maker gives a performance
guarantee for the paint, so it is in the sole ggerof the paint maker to supervise the shipyard
correctly. But is that really the case? After glle paint maker can almost never be held respansibl
for paint failures — again due to the vast numifethings that can go wrong outside of the paint
makers influence in a five-year docking interval.

And the paint maker is a money receiving companthe paint equation. The interests of shipyard
and paint maker are similar — to earn money, thegdnto blast and paint. The paint maker’'s
representative is therefore wedged between theedasifulfil his company’s main topic — selling
paint, while at the same time keeping a good waatvith the ship manager. Many good paint
representatives in the field are great diplomatsy$ing on basic ship yard errors while still makin
sure that the ship manager’s paint budget is fudlgd. And like the shipyard’s needs there is ngthin
wrong with this, as the paint maker at the endefday needs to sell paint for a living.

That leaves the ship manager being the only pgyanty in the paint equation — and big money it is
with budgets (material + work) of over 300.000 URD bigger vessels, [average cost for 7500 TEU
vessel, with 15% SA2 blasting, full topside coatifidl antifouling coating employing standard SPC
5-year paint system].

While shipyard and paint maker have in-depth kndgéeof paint material and paint procedures, as
well as several dedicated people on site with & hngptivation to earn money, the ship manager’'s
representatives are normally stretched betweehste&, engine work, outfitting and painting — an
extremely demanding task, even for teams of twibi@e people.

Limited time available, limited information on paiprocedure options and limited information about
paint material options on the part of the ship ng@naare eventually tipping the paint equation
balance notably towards the receiving end.

It must be blatantly clear that in such a setupg paiformance, although in the focus of the ship
manager, is generally victim of the circumstances.

Two examples shall underline the living and breaghieality in docks:
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5. The more the better - blasting

It is evidenced by various research that the morase of a vessel is blasted, the smoother tHe hul
hence the better the performance is expectedanfiard spot blasting of 10% surface is increased to
50% full blasting, the hull resistance may dropabpther 12%kKane (2013). It is a logic conclusion
that a more blasted hull is resulting in betterfqgrenance.

This is widely advertised and especially shipyatdsking rightly for good income, advertise this
fact. Especially in recent years, the vessels t¢mmdis seldom in line with the expectations of the
ship managers, usually worse. This is highly relateidling and vastly changed operating profiles i

comparison to the assumptions made for the dodkimgmore years ago.

To realize the maximum result out of the availdilelget, blasting to SA1 standard becomes more
common, being notable cheaper than SA2 and mucbrfagecuted. And blasting more surface is
considered the right way to get better performariRecalling the paint equation, we can also
determine that shipyards and makers will mainlynpote additional blasted surface to do more work
and apply more paint.

Unfortunately, the achieved results executing Shkikting are very seldom in line with proper hull
performance. The results of a reseafelgscher (2011), executed in 2009 and 2010 speak a clear
language. Fig.1 show typical examples, where SAdstlig - also called grid sweeping - is
considered. Fig.2 shows typical results achievedast cases.

SA1 - cases

o

=

Fig.1: Tyical ex‘amples of SA1 blasting

Two SA1 blasting tests were executed on a yardamdhia and one in Singapore. Fig.3 shows the
results in various detail of such SA1 blasting parfance. Various grits were used in patches next to
each other and the best, meaning most equal patshown in close detail.
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The Singaporean yard is well reputed and considaneohg the top yards in South East Asia. Fig.4
compares SA2 and SA1 at a Romanian shipyard. Hte&tch of SA2 in the upper left area shows
the available skill of the blasting crew — fine éanetal surface is achieved while a clear featgesfn

all previous coats is perfectly visible on the exig&/e have asked the same crew to do various test
patches in SA1 quality and the result is visiblettomlower center picture.

» Very few yards capable —fine grid, angled sweep,
different colurs of paint layers (50 to 150um)
> Reality — between untouched and bare metal

Fig.4: SA2 and SA1 blasting at a Romanian shipyard

Although hull roughness of the test patches wasmmedsured, it is obvious that the hull roughness
prior coating is exceeding 500. The surface is varying between bare metal ardiyheriginal
coating thickness. It is not a skill problem as destrated but rather a systematic problem of uneven
adhesion of the existing coating and external astances of wind, grit sweeping motion, fluctuation
of air pressure, movement of cherry picker baskdtso on.

Having the images shown in Figs.1 to 4 in mind itstnbe clear that SA1 blasting should be banned
when hull performance shall be improved. But cawgtri@ that, it is, per CET data from past 50
dockings attended by CET Paint Superintendentse m@mmon now than before.

We have a recorded case of the application of A pigrformance, low friction SPC (Meth-Silyl
Acrylate SPC) last summer on a big tanker, wheedulh SA2 blasting was downgraded to a full SA1
blasting while maintaining (to our knowledge) thre@fprmance guarantee by the paint maker.

6. Just wash it away
Most paint people will agree that hull washing ptim any further surface preparation is an impdrtan
part of the paint works. Some people state thahimgsis the most important part when related to

anti-fouling paint, as it removes, properly dortes teached layer and embedded salts, impeding and
disturbing any proper further paint application.
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Regretfully the paint equation is taking its talla drastic way. As the shipyards are focusingash f
and efficient work flow, hull washing is focusingy aemoval of visible debris. When the hull is
visibly clean from debris, most attending ship ngerarepresentatives will accept this as a good
result and in practice, most paint makers will agfeis uncommon, to test external hull surfadésr a
washing for salt and leached layer thickness. Arnsl very difficult for any paint representative evh

is doing it to explain to shipyard and ship manabat a nearly invisible leach layer and invisibédt
may require another day of washing and therefoyarddry dock. Eventually, the paint equation is at
work: The paint knowledge of the ship manager isufficient for the situation or commercial
pressure prevails, the shipyard is keen on effiggtand the paint maker will eventually not be
addressable for the possible paint failure thuislyaaccepts the situation.

Fig.5 (left) shows a good result of a high-pressw wash with about 250 bar and proper nozzle
guidance. A visible result like this is considemdficient proof of cleaning efforts. However, the

washing was supervised by a dedicated Paint Sueedant and close control of washing pump
pressure and nozzle guidance. The normal washgudt neithout intervention, according to our data,

looks more like Fig.6 and is still widely acceptad sufficient. Fig.5 (right) shows what should

happen. The test patch shows a 300 bar close surfash, as shown during execution in the right
lower picture. The difference is clearly visible.

,_‘.‘\‘ /

Washing is MOST important dock job

Fig.5: High-pressure washing rsults '

Lack of proper adhesion is a major reason for piiiire and hull performance reduction. The best
available anti-fouling or foul-release system iglass when it has left the vessel. Above examples
show the inherent difficulties that come with daaki The relation between shipyard, paint maker and
ship manager is an unequal one to date and ittljiredluences the performance of the vessels, far
beyond physical paint properties. The inherit flafvthe current situation is frustrating for most
involved parties. Understanding and accepting mherésts of the involved parties for painting iy dr
dock is the first, biggest and most important stepards a better paint condition and performance.

212



Fig.6: Normal washing results

7. The silver lining on the horizon

Such a set layout of ship manager, paint makershifyard cannot be overcome by a single party,
nor can it be overcome overnight. First and fordmnas emphasize the need for ship managers to
realize the lack of knowledge and act accordingMell informed ship managers (the “paying
people”) are good for all involved, as it levels fhlaying field, gives way to more fact-based denis
making and thus will eventually lead to higher aagtquality and therefore better performance — at
any given budget.

This can be achieved through employment or by gaarent of paint maker independent dry dock
supervision — thus equalizing the paint equationpbiting more knowledge and attendance on the
ship managers’ side.

But also the paint makers can improve the situgtppnommonly defining paint vocabulary and using
it appropriately. The labels CDP/SPC/Silyl antilfog could be tied to a certain set of
binder/ingredient ranges thus allowing at leasbw@gh classification by material base and expected
performance. This could be achieved through volyritsts, agreed by an industry panel or through
regulatory bodies.

Ship managers could insist in the future that paiakers are also awarded the surface preparation
and paint application work, thus reducing the “bdagame” in dock and giving the paint makers more
power to control all works directly, which will ewwally lead to better results and higher
performance.

Well informed ship managers will pay closer attemtto ship yard performance on painting, which
implies the chance for shipyards to increase rewema quality levels.

213



Dry docking a vessel has always a direct impadéohull performance. Despite all efforts while the
vessel is in service, the actual work executioddok is a major factor influencing hull performance
Improving the reality of surface preparation anthpapplication in dry dock will greatly increadeet
overall hull performance of every vessel.
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Abstract

Data collected by a simple low cost plug and playide for automatic logging is used to supplement
data collected in noon reports for analysis of eégserformance. The quality of the performance
analysis for the cases with and without the autaraly logged data are compared. We observe that
the scatter in the performance analysis is bett@ntexpected when using the automatically logged
data. The extra metadata produced by the devicesesl to identify data of highest quality and data
that are compatible with the method of analysis.fie that both the higher amount of data and the
metadata provide opportunities that are not avdgalwvith noon report data alone. Finally, we
illustrate that the higher amount of data can b#iagd to increase confidence in the performance
analysis.

1. Motivation

Performance monitoring and analysis of ships’ halll propeller are essential tools for documenting
the effect of energy saving efforts and to proartreturn of investment in real lif&ariranta (2014)
andIMO’s (2012) SEEMP. In many cases the actual effect of the ensaging efforts have only
been proven under laboratory conditions and unkese conditions the actual amount of energy
savings are often limited to only a few percenthef total energy consumptidtolitis (2004), Larsen

et al. (2012), Gougoulidis and Vasileiadis (2015ghneekluth and Bertram (199&8)pnly a few
percent of energy reduction are nevertheless neleévam a commercial point of view and hence
many investments in energy saving efforts are basethese relatively low numbers predicted by
laboratory conditions which are difficult to detdot real operations or under realistic conditions
Pedersen (2014)The need for better and more accurate vessanpahce analysis is well described
in the newly formed ISO standail&019030

In real-life operations, the performance analysisstrincorporate the effects of external influences
that can easily be controlled in the laboratory tainot be controlled in real operations. Some of
these external influences are created by Naturie asievind conditions, sea state, swell and changing
water depths during sea passage. Other influenggisate from navigational, operational, commer-
cial, regulatory or safety concerns such as shapigiit and trim, ship maneuvering, changing speeds,
changing courses, rudder movements. Whenever #weenal influences change it will affect the
performance analysis as the influence must be ctedleto have comparable data. The range of
frequencies for changes in these external influenaeges from few minutes to several days.

Often performance analysis is based on manuallyrdec data from noon reports or from dedicated
performance report&ariranta (2014) Noon reports contain either average values gy or snap
shot values and the sampling frequency for the mepart approach is roughly one sample per day or
less, which contrasts the much higher frequendi¢iseochanging external conditions as stated above.
Neither average values nor snapshot values canilgesice external influences satisfactory. Henge, i
general the noon report approach cannot comply tlighincreased accuracy requirements unless the
noon approach is refined to report data recordéipaer frequency than the noon report itself. e o
case, a ship operator decided to record manuatlsresh performance data three times per day to
improve on the sampling problem. Even in this ratitreme case the noon report approach also
depends on the crew’s ability — as well as motoratind willingness — to reliably record and report
the average values and snap shot values. The hiact@n can seriously skew the manually recorded
data and will often require careful training andtivetion schemes to reduce or avoid.
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The approach using dedicated performance repontsnigniscent of the laboratory tests aiming at
making a controlled test of the vessels performanite crew is informed to perform a test when
external conditions are within certain limits tosare that the external influences have reducedteffe
on analysis. This is a healthy approach but ralieshe external influences being within the reqlire
limits which may be very rare for many vessels, tredapproach rules out studying effects on a time
scale shorter than the frequency that the creveifopming the controlled test. The frequency of the
controlled tests is limited by commercial conceagsthe crew will potentially have to deviate from
the optimal commercial navigation resulting in extosts. Hence, the frequency of data points is one
order of magnitude lower than for noon reports.iAgthe data quality depends on human factors.

For any approach based on manually collected dathuman factor limits the obtainable accuracies.
For instance, it is not feasible to ask the crewrtend the primary data values — whether averages o
snap short values — with elaborate extra metadesarithing the conditions for the primary data.
Hence, even with the best of abilities of the crewabtained e.g. from expensive and continuous
training sessions - then they will not be able ovige the amounts of data that the modern world is
used to. We consider this a serious limitatiorhefmanual approaches.

Only recently within the last decade have dedicatgsdtems for automated collection of high
frequency data — casually referred to as “autolug@gystems” - become widely available for ship
performance analysis. To install sensors and autmhdata collection systems onboard a vessel in
operation is, however, usually an expensive opmratind the expenses must be related to the
potential benefits and cost reductions enabledbysystem.

The benefits of the autologging systems should théoos: High rates of data and not affected by
human factors. From an academic point of view shisuld be ideal while not necessarily sufficient
from a commercial point of view. Nevertheless, skepticism towards autologging systems seem to
persist even in academic circles. As an exani@eersdorf (2017)carefully lists four serious reasons
why autologging is not a solution. Although we agréhat the article raises four relevant
complications of autologging we do not agree thewmstitute sufficient arguments for ruling out
autologging as part of a solution. Interestingly @h the issues raised is that autologging datéés
compiled and reported on a frequency of only eddryminutes which is — according to the article —
not sufficient to give any new insight and new parfance indicators. This statement is especially
interesting when contrasted to the preferred methiedcribed in the ISO 19030 standard where high
frequency autologging is required for extractingf@enance indicators on a time scale of quarters of
a year to several years.

Presumably the ISO 19030 standard requirementsmati@ated by the desire for higher accuracy of
the performance indicators. We find it difficult tomprehend that a data frequency of at least five
orders of magnitude higher than the frequency efréhevant performance indicators is required.

Our study is motivated by the search for pragmatitutions that are simple and affordable. We
believe, that the obvious shortcomings of manugiregches can be partially compensated by
exploiting the obvious benefits of autologging syss while respecting the complications introduced
by autologging.

In this study, we set out to explore the usagesifrple device and if possible quantify the besedit
the device and the data it provides. In this wag, am to contribute to the debate about and
understanding of how to obtain higher accuracydrfggmance analysis from autologging data and
how to obtain higher confidence in the conclusifsam performance analysis.

2. The settings
The central device in our study is a box sized t2xc12 cm x 9 cm containing a few sensors and

some electronic devices enabling collection of datan different external signals. (The device is
manufactured by FORCE Technology and sold unden#imee of SeaLogger®). The box will record
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several parameters without being connected to angass. In most cases, though, external signals
from existing sensors onboard the vessel will beneated to the device through external terminals on
the cabinet.

The device is very simple to install. The data usethis study were collected by devices installed
successfully by the crew onboard fourteen vesskiewn their normal operation. Hence, no docking
or idle time was required, and no third-party parssg was sent to the vessel.

For each vessel, the signals from sensors alrezaiable onboard the vessel were connected to the
device when possible. Most of the connected sigwal® recognized and recorded immediately by

the device while some needed uncomplicated cor#tgur with the supervision from onshore system

supporters to be recognized and recorded.

Evidently, due to this “plug & play” approach thatd collected by the device will usually not be
sufficient for a complete performance analysis.réfare, the recorded data must be complemented
by manually collected data from e.g. noon repdttsthermore, the performance analysis system will
have to automatically adjust to whatever data amelable from autologging and in a smart way
combine the data with the manually reported daltés 1 an obvious complication introduced by the
“plug and play” approach.

Onboard the vessel the data from the device iseggad automatically and aggregated into packages
of statistical data and metadata. In this studw aegre collected and processed for every one hour.
This choice was a balanced compromise betweendsieof data transfer from the vessels and the

timescales that the analysis would require. Althotigs sampling frequency is lower than time scales

of some of the external influences the statistizdlre of the data and the collected metadata enabl

better analysis than the sampling frequency seenmslicate.
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Fig.1: Extract of autologged data packages (pdogitams and error bars) of torsion meter power for
one hour intervals and their corresponding manu&ported average values (circles and full
lines). Autologged data packages are representethdiy recorded max and min values,
average values, standard deviation, linear trend.

Fig.1 shows a typical example of data packagesordidan meter power recorded by the device
accompanied by the corresponding reported averalges from manual reporting. The graph readily
illustrates the richness of detail from the autgled) data and the rich metadata available. This
contrasts with the simple manually reported averagjees. The qualitative benefits of the extra
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information are obvious as for instance the auigéabdata can be used as a means for evaluating the
data quality of the manually reported data.

In this example one could easily deduce that thaditguof the first and the third noon report daga i
not as good as the data quality of the second tep®ithe power was only reasonably stable for the
entire period of the second noon report. Eveniff #as the only autologged signals we had the we
would be able to point out specifically the noopaes with stable power data. In this way, as vee ar
aware that our analysis techniques are only validtable conditions, we can improve the reliapilit
of our analysis based on first principles aboutrthire of our system. We simply know much more
about the data that we use for our analysis andameimprove the reliability of the analysis. In the
end, confidence in the conclusions we may extrach the analysis is raised.

In cases where we have more complete sets of ggdodata from various signals we can use each
individual autologged data package directly for #malysis instead of only looking at the data on
noon report time scale. Also in this case are Hta gackages superior to simple average valuegas w
can readily decide from the collected metadata wtata sets represent stable periods and which data
sets represent transient periods. Since we haabamdance of data it is likely that there is a good
number of stable periods within the span of onenneport. We end up with a higher number of data

sets than can be achieved with noon reports, actdigdividual data set will be of better qualityath
the noon reports offer.

The same story applies to the information one cdiraet from the autologged packages for position
and heading. Fig.2 shows an extract of the post@amd headings recorded during a sea passage.
Obviously, the crew has occasionally made signiicaourse changes for some reasons. Data
recorded during the course changes should notdwgkfos performance analysis, as we are aware that
our analysis techniques are based on assumptistaldé conditions and cannot correctly handle for
instance rudder activity and wind and waves afifgcthe ship in different headings.

\
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Fig.2: Position and heading data for a vessel coetp® same data given in noon reports.
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For this study, we had noon report data and augeldglata packages available from fifteen different

vessels (tankers, bulk carriers and one reeferagtert vessel). The vessels had different sensors
onboard and had different signals autologged. Swessels had speed log signal (speed through
water) autologged, some had no torsion meter, doacetorsion meter readings reported in noon

reports, some had torsion meter data autologgete dwad rudder angle autologged, some had
anemometer autologged, some had echo sounder gggdloThe variety of vessels and the impact on
the quality of the performance analysis has nohlmmsidered in this study, but may be the subject
of a future study.

3. Performance analysis method

In this paper, we study how the presence of thelegged data can improve the quality of the
performance analysis. Hence, the primary goal istoalescribe the specific performance analysis
method applied to each individual dataset and th @adividual vessel. Nevertheless, we will briefly

outline the underlying analysis being studied.

The method for calculation of performance indicatior this study is based on detailed mathematical
vessel models describing the expected performahdbeovessels from first principles, see e.g.
Pedersen (2014), Kariranta (2014nhdBeckerlee (2016)The quality of the vessel models depends
on the available data for each vessel. For instaimcsome cases a complete set of calm water
resistance data was available from model testspime cases sea trial data was available, and other
cases no data was available. The agreement betitveemeasured performance and the expected
performance will depend on the quality of the mathgcal model and consequently the intrinsic
accuracy of the analysis is different between theisd vessels. Consequently, we also expect that
the presence of autologged data have differentétegepending on the quality of the vessel model.

For this paper, a power index was studied. The pavaex is defined as:

p] = Pnormalised +100%
Pexpected

PLormatisea 1S the propeller power estimated to be required fated reference condition (operational
and environmental conditions) given the data thas wecorded and reported from the vessel.
Poormatisea 1S the result of a complicated correction of tleparted (autologged or manually)
propeller power from the vessel - or estimated ftbenfuel consumption if torsion meter readings are
not available. The corrections include effects afidy sea state, off reference draught, off refezenc
trim, off reference speed, shallow water etc. Alirections are estimated by use of the mathematical
vessel model. The procedure is basically a refimtnoé the procedures recommended IBYC
(2005,2011)

The normalization factaP,,peceq IS the propeller power predicted by the matherabtiwodel at the
reference conditionPI < 100% indicates exceptionally good hull and propellerf@enance and
PI > 100% poor performance. This performance indicator isigieed to study long-term trends in
performance of hull and propeller and highlight thgact of hull and propeller maintenance. For
periods between hull and propeller maintenafR¢ewill be fitted using simple linear regression
methods to look for significant trendsttps://en.wikipedia.org/wiki/Statistical _hypothesiesting In
our study, the goodness of the linear fit is cherdwed by the parametes, calculated from root
mean square of the residuals of the fit:

T j %Z (Plyeeted = PICe))

Plsie(t;) — PI(t;) = E(t;) is the deviation (residual) of the calculated at timet; and the fit
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prediction at the same time.can be roughly interpreted as an estimate of tdwedard deviation of
the distribution of the residuals and is thus asueaof the scatter of the data points.

Assume for a moment that the residul(g;) are independent stochastic variables that beloray t
normal distribution. Furthermore, assume that tegpmance indicator for a full noon report could
be calculated simply as the average of the perfoce@ndicators from the autologged data. Based on

these assumptions the scattgy,,,, for PI from noon report based data will be reduced cosgptw
the scatterg,,to10ggea, for PI from autologged data:

Onoon = O-autologged/\/N

whereN is the number of autologged observations per mepart. This relationship is also known as
the “standard error of the mean”. From this formutamay expect the scatter for autologged data to

be worse than the scatter for noon report data fgceor of 2 — 5 depending on the amount of
autologged data per noon report.

Fig.3 shows an example of performance indicatomthBioon report data and autologged data are

plotted. Light blue (greyed out) symbols indicatetad excluded from the analysis according to
methods described in section 4. Filtering method.
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Power index [%)

5|:| —
== Regression fine
O Fuel consumption index (NewBuilding (2007-01-01) -=)
T T
&> &
> i
§ §

Fig.3: Power index trend analysis. Circles represenn reports. Dots represent autologged data sets
Greyed out symbols represent data not includetiéranalysis (see 4. Filtering methods). The
regression line has no significant trend. The ayelavel isPI = 101.82% with ¢ = 7.3%

based on 890 data points. Same analysis for ordy neports give®I = 105.4% with ¢ =
4.8% based on 31 noon reports.
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In this sample the calculated performance usinglagged data is close to the expected 100%
whereas the calculated performance from noon repdohe is somewhat higher. This tendency is not
unique for this sample since our analyses show reergé tendency that performance indicators
calculated from noon reports on average indicgpeaer performance than performance indicators
calculated from autologged data. This bias conttadhe assumption that the performance indicators
from noon reports can be viewed as simple averafjfse performance indicators from autologged
data.o is about 50% higher than for noon reports alon&kvbn the other hand is much lower than
the 400% predicted by the formula above. This @afi¢tion again indicates that in the general case
the performance indicator for a noon report is sioiply the average of the performance indicators
for autologged data. On the contrary, we belies performance indicators from noon reports are
heavily polluted by changes and periods over the that the analysis will fail to handle. This
influence is expected to be less severe for thel@gged data which may explain why the scatter for
the autologged data in Fig.3 is at a similar leasefor the noon reports.

While the benefit of the autologged data is notmaech to decrease scatter then we find that the
benefit is in the confidence in the obtained analySinceos is an estimate of the distribution of
residuals we can have more confidence in the feteon the larger population (autologged data)
even if the scatter is not reduced. The signifiean€ confidence will be discussed in section 6.
Interpretation.

4. Filtering methods

As mentioned earlier, the recorded data — whetbennmeport data or autologged data — is more or
less suitable for use in the analysis and it isgsary to filter out some of the data before ugiiy

the performance analysis. The purpose of filteiswgp reduce the amount of poor quality data that
enter the analysis and affect the confidence ofpiwdormance indicators. Evidently, the filtering
methods must be based on first principles about 8hgood quality and what is poor quality data. It
is not allowed to define poor quality data as theadhat is transformed into a poor performance! In
other words, filtering of data based on performainckcators is not allowed. Filtering may only be
based on the data fed into the performance analysis

Some data may clearly be faulty data — outlielsat &re in some sense outside the acceptable segion
of the data. This could be due to human errorsaaltyf sensors. These data are filtered out using
standard outlier detection metho&susseeuw and Leroy. (1996).

Other data are not faulty but nevertheless falsidetthe range of validity or range of confidente o
the mathematical model describing the vessels phy3his is typically the case for high sea state o
swell and for very shallow water. The limits forlidity are typically determined by the operator of
the vessel or the draught of the vessel. Datdssisnd these limits are excluded from the analysis.

The above described filter techniques are equalpli@able for noon reports and for autologged data
sets and were applied for the data in Fig.3. Ifyardon reports are available, then they are vistual
the only filtering techniques that can be appliedthe presence of autologged data other filtering
techniques are available, as the autologged dtgpssvide so much more information than the mere
mean values as was exemplified and discussed ifh. Bgmply by inspection of the autologged data it
IS possible to filter out data that are not sugdbl analysis.

Since we have an abundance of data we can affeeddiade a lot of data without loss of accuracy.
Hence, we apply a method we named “decimation” wier each type of logged signal we exclude
the data sets with the least stability. This proceds repeated until we have decimated the dalbgset
at least 50%. In this way, we are confident thatrttost obviously instable data are excluded ang onl
the best and most stable data enter our analysis.

The sample from Fig.3 is displayed in Fig.4 witltideation applied. Nowg = 5.2% based on 294
data points. In this sample the filtering mechanisaiuces scatter significantly (~28%) by reducing
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analysed data by approximately 67%. If the filtgrmethod was based on irrelevant principles that
selected the excluded datasets at random thencéterswould on average not be reduced. If the
scatter is systematically reduced by the filtenmethod then it is a sign that the method is based o
relevant criteria. Randomly removing data pointaildanot reduce the scatter.
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Fig.4: As in Fig.3, but with decimation methods kggh The average level BI = 101.79% with
o =5.2% based on 294 data points. Scatter of the data fmsednalysis is considerably
reduced by the decimation procedure and matchescHiter of the noon report data.

5. Meta-analysis

To study the influence of the presence of autoldgtgta on the outcome of the performance analysis
we collected the values from the analysis of all fifteen vesselthwine autologging device installed.
The performance analysis providesvalues for all periods of data between hull ang/mpeller
maintenance giving a total number of @values. The duration of the analysed periods uari@
from less than a month to one year. The upper lnihduration of the autologged data is 18 months
which is the duration that the first vessel had tlewice installed. Due to these very different
durations, the number of data satsused for the calculation @f values, also varies a lot which
causes a large variation in the acmafalues.

Remember that the vessels are very differentlymgopd providing very different types of datasets.
For some vessels, no sensors were available, anebuld expect only limited improvement from the
autologged data. Some vessels were fully equipp#dautologged signals from torsion meters and
speed logs, and we should expect better accuratye @nalysis for these vessels.

We compared three different analyses:
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« Full analysis with autologged data and advanceerifilg (decimation)
¢ Full analysis with autologged data without advanfiéeting (no decimation)
e Analysis based only on noon reports

Fig.5 shows the results from the meta-analysisti@nx-axis is ther value for each analysis based
only on noon reports. On the y-axis is thealue for analyses based on autologged data. glean
represent full autologged dataset analyses witbdeatmation and circles represent full autologged
dataset with decimation. Points above diagonal vewese scatter than for noon reports alone and
below have better scatter than for noon reportaeal®otted line is the trend line for autologged
analysis without decimation. Dashed line is thedréine for autologged analysis with decimation
enabled. Tendency is that with decimation the scadt slightly better than noon reports only and
without decimation the scatter is slightly worsartnoon reports only. For none of the cases we
observe scatter which is as poor as predicted byfdhmula forao,,,, introduced in section 3.
Performance analysis method. For most cases thmalian technique improves the scatter. In one
case, scatter was reduced by 92%. However, thenddon technique does not improve the scatter
for all cases. In 24 of the analyses the scatterimaroved by decimation while in 8 cases the scatt
got slightly worse by decimation. In all 8 cases ftatter without decimation is already as good as
for the noon reports indicating that scatter isadly very low. In these cases, the decimation
technique will not be better than randomly redudimg dataset and the technique cannot improve the
scatter while the reduction of the number of datias lead to a worse estimate of the scatter.
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Fig.5: o values from noon reports only analyses compared t@mlues from analyses including
autologged data. Triangles represent analyses matdecimation of data. Circles represent
analyses using decimation of autologged data.
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6. Interpretation

At this point we conclude that the major contribatifrom the autologging of data is to radically
increase the number of data points for analysipgaes rather than reducing the scatter. Nevertheles
we argue that this is indeed an important achiemne itself as it increases confidence in the
analyses.

We will use the sample of data presented in Fign@ Rig.4 to illustrate the point. The data is
summarized in Table I. The data represent a pefidd days. What kind of questions can we answer
with this sample of data? Remembering that theusdtpm the analyses are estimates of the average
performance of the vessel over the period, thearg relevant question is: What is the real value of
the performance indicator? If e.g. the vessel hadopeller and hull cleaning just before the auto-
logging started, then it is relevant to know if rerformance indicator could be at the optimal 100%
Also, if the performance indicator was believedo 106% before the hull and propeller cleaning,
then it is relevant to know if the cleaning cauielexpected reduction of the performance indicator

To answer this kind of questions we will apply statal hypothesis testing. In this case, it i®vaint

to apply a simple-test ,https://en.wikipedia.org/wiki/Statistical _hypothesiesting (For the t-test to

be strictly applicable the stochastic variables this case the PI - should be statistically indeleat
and should belong to a normal distribution. Theserta have not been rigorously tested in this
study. Presumably, the independence criteria itatdd. Hence, the results of the test should be
considered as informational and not conclusive) Allehypothesis we will test is:

Ho: PlLreqi =Y

Pl.eq; IS understood as the actual underlying mean valfighe probability distribution of
performance indicatorg. is the value we wish to have tested for. Statbtiypothesis testing verifies
(accepts) or falsifies (rejects) the hypothesisabgwering the question: Is the data sample consiste
with PI,..,; being equal to the valye? In other words: How likely is our observed given the null
hypothesis? If it is very unlikely we must rejeoe thypothesis.

The alternative hypothesis — which must be acceptéglis rejected — is:
Hy:Plreaqr #V

For hypothesis testing we select a confidence Jexeln this case, we have selected the value
99.9%. Thus, we reject the null hypothedik,, in case the data we have would only occur in 00£%
datasets consistent with the null hypothesis. Herfceve rejectH, then we can with very high
confidence accept the alternative hypothésis

In Table It, the result of applying the hypothesis testingressented for the different analyses and for
different values of. Green cells indicate that the null hypothesis a@epted, and red cells that the
null hypothesis was rejected. The green cells riugbrrespond to what is known as the “confidence
intervals” for theP1,..,;.

We observe that all three types of analysis rdfeattPI,.,; = 100%. Since the average level for the
performance indicators from noon report§l195% this is not surprising. On the other hant very
convincing that the two other methods can also oulePl,..,; = 100% as these methods come out
with an average level of only ~102% with a stand#ediation of more than 5%. It shows that despite
the similar standard deviations it is possibledsolve questions at a much more detailed level when
more data is available.

More interestingly, Table 1lshows that the autologging data clearly rejectt #i,..,; = 106%
whereas the pure noon report data cannot rejetteiice, in this example the noon reports alone
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would not be able to resolve the question whethemperformance had improved from the 106% after
the docking.

The most striking in Tablellis that hypothesi®I,..,; = 102% is rejected by the noon report data
while it is accepted by the autologged data. Hewdtl, high confidence the noon report data rejects
that the performance is at the level that the twtolagged methods accept. This contradiction
indicates that theP! calculated from noon reports do not have the samderlying stochastic
mechanisms causing the scatter as for the autafodgt. This is consistent with the argument that
the averages reported during the time of the neport do not reflect stable conditions and as such
are not appropriate for the performance analysighwhequires steady state conditions. This agrees
with our previous observation that performance ys®d based purely on noon report data tend to
exaggerate the performance deterioration.

Table I: Summary of analysis output from data pméebin Fig.3 and Fig.4
Average level | Estimatesl = Population, N

Noon reports only 105.35% 4.8% 31
Autologged data, no decimation 101.82% 7.3% 890
Autologged data, with decimation 101.79% 5.2% 294

Table II: Test of the null hypothesiHy, for different values of. Red cells indicat#l, was rejected,
and green cells indicafé, was accepted.
r 100% @ 102% 104% 106% 108% 110%

Noon reports only

Autologged data, no decimation

Autologged data, with decimation------

What this sample illustrates is that although #ieo$ performance indicators from noon reports show
the lowesis then the performance indicators from autologgdd ilitate stricter conclusions about
the actual performance and even contradicts thelgsions from noon reports. Evidently, this
example is not representative of all cases, buingeit probable that the increased population athd
and the increased population of high quality datemfautologging in general will provide stricter
conclusions and higher confidence in the perforrearalysis output.

7. Conclusion

We have demonstrated that the presence of datactadl by a simple “plug and play” device can
supplement noon report data and enhance the qoélibe performance analysis. We observed a bias
towards worse performance when comparing performamdicators based on noon reports data with
those based on autologged data. Hence, a perfoenaanatysis based purely on noon report data tend
to exaggerate the deterioration of performance h&f vessel. Performance analysis based on
autologged data basically produce a fairer viethefactual performance of the vessel.

We conjectured that the scatter in performancecatdrs should increase with the frequency of the
automatically logged data. Analysis of the colldctdata does indeed show an increase but the
increase is consistently lower than predicted. \Wpied that both this discrepancy and the bias of
noon report based analyses are due to the intlhsicetter quality of the higher frequency data in
contrast to the noon report data which for mangsas an average covering varying conditions that
cannot be captured and compensated for in the sigaly

A method for selecting the most suitable and rédialatasets was presented. The method utilizes the
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metadata collected by the device. Application & tAchnique can reduce the scatter significantly.
Finally, it is demonstrated how the increased arhaindata provided by the automatic logging
device improves confidence in the analysis andlesahore strict conclusions about the performance
of the vessel.
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Abstract

Effect of roughness on frictional resistance isestigated experimentally and numerically. Resisanc
tests are performed with several plates coated difflerent paints, which have different roughness.
Front plate is 4 m long and aft plates are 6 m loagulting in a total hydrodynamic length of 10 m.
Tests are conducted at different speeds up to 9covering a large range of Reynolds numbers.
Numerical calculation of frictional resistance ieniormed for the same roughness as tested in the
towing tank. Special wall function and numericab@edure is implemented for this purpose. Plates
are 3D scanned and their roughness is categorizgdsdwveral parameters, not only traditional
roughness height. Numerical and experimental resarke compared and discussed.

1. Introduction

Resistance due to fouling and poorly applied aulifigg coating can have a significant contribution t
the total resistance of a ship. This is espectallg for ships operating at low Froude numbers,reshe
skin friction resistance is the dominating compdneh the hydrodynamic resistance and could
account for 60% or more of the total resistancee Present study is part of the BYEFOULING
project, which was initiated within the Europeanidirs Seventh Framework Programme. The main
objective of the project is to find effective andveonmentally friendly antifouling coatings for
maritime applications. A part of the project isaate study the skin friction drag due to the applie
antifouling coating. The work presented in the prégpaper is part of that sub-task.

An experimental test program was previously perfmmin the SINTEF Ocean (formerly
MARINTEK) towing tank facilities,Savio et al. (2015)Flat plates with various surface roughness
were towed at constant speed. The roughness lelvéie different plates were related to typical rea
applications processes used in the marine indubtrg.final quality and finish of the coated surface
depends on the underlying surface preparation iapplying the coating.

The most common numerical approach to model flowrawugh surfaces is to modify the wall
function formulation used for flow over smooth solialls, by introducing the downward shift in the
velocity profile that occurs in the boundary lajewicinity to the rough surface. The model used i
engineering applications are usually based roughmf@sctions which originates froNikuradse
(1933) pipe flow experiments with roughness due to saraingof various sizing. Appropriate
equivalent roughness heights are then identifieichvimatches the skin friction drag found in the
Nikuradse experiments. This approach was recenslgd uby Vargas and Shan (201,6who
implemented a modified & turbulence model formulation based on work doneDloybin et al.
(2000) The model is based on experimentally estimategbefquivalent sand grain height. Vargas
and Shan received good comparison against expesnfen flat plate flow in fully rough flow
regime.Demirel et al. (2014)nstead used a Colebrook-type roughness functitimn an experimen-
tally estimated roughness height that fits the ek roughness function @rigson (1992)

In the present paper, an alternative, and moretdigproach, is implemented in a customized wall
function in the OpenFOAM simpleFOAM flow solver.stead of trying to find a formulation for the

roughness that matches Nikuradse or Colebrook swpetal results, the roughness function is
directly found based on the towing tank experimeAtsogarithmic curve fit is found that describes
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the velocity shift in the logarithmic region of theundary layer. The customized roughness function
in the flow solver is directly based on the givepression for the velocity shift.

2. Experimental setup and results

The experimental test program was conducted irStNEFEF Ocean (formerly MARINTEK) towing
tank facilities,Savio et al. (2015)Flat plates with various surface roughness wanedl at constant
speed while resistance was recorded. The rougloresse plates was due to paint applied on the
surface of the plates with various quality of apglion process. Three roughness levels (denot@&l A,
and C with increasing order of roughness) wereidensd. Roughness level A represents an optimal
new build or full blast dry docking application tife paint. Roughness level B corresponds to dry
dock situation with some underlying spot repairgioness and poor coating application of the paint.
Finally, the plate with the most severe roughness wenoted level C, which could simulate an
extreme case with severe underlying roughness adated from several dry dockings and very poor
application of the paint. In addition, a set of stloblank plates were used in order to have a
reference to the theoretical smooth boundary l&jetion drag.

The plates were towed in pairs, with one platedamtfwith a length of 4m and one plate behind aith
length of 6 m, Fig.1. The plates were mounted a&ithap of about 3 to 5mm between the plates. The
front plate was of roughness level A during all subDifferent plates were considered in the aft in
order to investigate the skin friction resistanoe dll roughness levels (A, B and C). The drag was
recorded on each plate (both front and aft) inddpetly. However, in the following analysis, only
the measurement on the aft plate is considered plhgose of front plate is to develop a boundary
layer profile as inlet condition to the aft platedato avoid undesired stagnation and minor wave
making effects of front edge on the measurementaif plate. By doing this way, the drag recorded
on the aft plate is less sensitive to boundaryrlasgnsition from laminar to turbulent, which will
occur on the front plate.

Force

Carriage

transducers e

4m front plate 6m aft plate

e

Fig.1: Setup of the plates under the carriage, fé@wio et al. (2015)

Water level

The plates were towed at speeds ranging from Jaer@sm/s. The resulting friction drag coefficient
on the aft plate is presented in Fig.2. The fricéilodrag coefficient is defined by:

F

CF=1 5

F is the measured dray, the towing velocity and A the wetted area, whishwice the submerged
area of the plate.

As part of the post processing procedure, the valltiee measured drag has been shifted such that th

measurements of the blank plate matches the thesdr&choenherr friction line. For details of the
post-processing method, sBavio et al. (2015)
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Fig.2: Friction drag coefficient of the aft plategm Savio et al. (2015)

The measured drag was further post-processed folipmethods proposed I§yranville (1987)and
presented in terms of inner variables, Fig.4. Tteply shows the shiftU" of the velocity profile in
the logarithmic part of the boundary layer as acfiom of the non-dimensional roughness height,
wherek” is defined byk" = kU./v. The heightk [m] is a typical roughness height of the rougHaze,

U. is the friction velocity and is the fluid kinematic viscosity. The variabl€, can be interpreted as
a local Reynolds number for the surface roughnasthé boundary layer. The value of typical
roughness heighk;, is found from a statistical analysis of the actaaigh surface, and defined as the
rms (root mean square) of absolute heights of thitase. In the experimental procedure, a high-
resolution laser scanning of imprints of the suefa@s conducted. The surfaces of the various plates
can be characterized by means of the statistichefsurface found from the laser scans. In the
following Sqis used to denote the root mean square of abdodugts of the surface. The skewness
is denotedSskand describes the asymmetry of roughness deviafiamm the mean plane. The
measured rms roughness height and skewness ofaties 5 presented in Table I:. Visualizations of
the surface from the laser scan is shown in Fig.3.
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Fig.3: Visualization of surface scans of the plates

Fig.4 shows the results in terms of inner variahleng with the data from Nikuradse sand for
reference. Note that the parametéiskdependent on which statistical parameter isl tisedescribe

the surface roughness and hence to same extefieosutface scanning technique; therefore, care
should be used when comparing results that aréiveelto experiments carried out using different
methods of measuring roughness. In fact, changinghmess parameter results in shifting the curves
along the x-axis, making relative comparison of esdpents obtained with different scanning
techniques hardly valid. On the other hand, slaesbe compared, to check whether the tests have
been carried either smooth, transitional or fubblygh regime; this last fact allows for collapsihg t
experimental curves on the Nikuradse curve andduire an equivalent sand roughness\le show

in this paper how that can be avoided when thdtessBom model scale are to be used in CFD.
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Fig.4: Presentation of the experimental data im$eof inner variables

Table I: Measured root mean square of absolugghtseof the surfaceS@ and skewnessSER of the
surface roughness of the plates

Plate Sq[um] | Ssk[-]
PlateA 8.51] -0.14
PlateB 41.15 0.65
PlateC 64.44 0.43

3. Formulation of wall functions for smooth and rowgh surfaces

The most common method to resolve turbulent boynidger flow in a CFD simulation is to apply a
wall function formulation of the turbulence mod#élall functions rely on the fact that the boundary
layer velocity profile has a logarithmic behavioithin the log law region of the boundary layer,
illustrated in Fig.5.

10* 107 107 10" 10°

:lcglaw | __

i =t 1 111 17
10" 10° 1d! 10° 10°
¥

viscous sublayer | bufferlayer | loglaw region
inner layer_ | outer layer

Fig.5: Boundary layer velocity profile plotted agsii a logarithmic scale of the non-dimensional wall
distance coordinate'y

The velocity profile in the log law region is debed by the equation

1
U+ — Eln(E y+) (1)
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k=0.41 is the von Karman constant @i a constant which equals 9.8 for smooth wakls.rBugh
walls the velocity profile is switched downwardtive logarithmic region. This can mathematically be
expressed by substitutitgwith a modified variabl&' defined as

, E @
F=7

f is the roughness functionf£l for smooth walls). Usually, the effect of roughadn terms of
downward shift of the velocity profile, is relatemexperiments performed by Nikuradse on additional
drag in pipes coated with various size of sandngtalhe flow over rough surfaces can be divided
into three flow regimes: (8moothfork* < k&,,0n (i) transitional regionwhenky,, o < kT <
kJougn @nd (iii) fully roughfor k* > kf,, ;. Commonly used values fét,, ¢, andk;,, ,n are
Kimootn = 2.25 and k5, o, = 90. loselevich and Pilipenko (1974pund an analytical fit to the
Nikuradse (1933)data. The fit is also presented @ebeci and Bradshaw (1977The default
roughness function implemented in OpenFOAM is basethis theory and reads:

f=1 for k* < 2.25
3)
[k*’ _ 9295 . sin(0.4258 in(k*) — 0.811) for 2.25 < k* <90
=|————+Ck
87.75 s ]
for kKt > 90
f=10+ Csk+

The constantCs is normally chosen as 0.253 or ONoote that the formula refers to the sand grain
roughness as used in the Nikuradse experimentsafjpr@ach to use the formula is normally to relate
the measured height of the actual roughness ofesttdo a sand grain height of the Nikuradse
experiments that gives the best match in termewughiness drag. This match must be done based on
experimental results on the actual surface of ésteand comparing the results against Nikuradse
friction drag. The sand grain that best matcheslied equivalent sand grain height, usually dethot

ks. Flack and Schultz (201@ompared several experimental results againstriiilae and found an
expression foks based on statistical parameters of the rough ceurfehe authors found that the root
means square of the roughness heigkis)(and skewness of the roughness surface elevation
probability density functions() could be used to find a fit tq:

kg =~ 4.43 k(1 + 55,) 137 (4)

The typical roughness heights used in this coimlaare significantly larger than the typical
roughness of paint coating roughness. Most surfeested had typical heights larger than 100 pm.
The flow regime of these surfaces is believed tanbthe fully rough region. In addition, the fit is
biased towards best fitting the experiments withltirgest surface roughness. It will thereforeb®t
surprising if the fit as proposed in Eq. (3) is witeble for the paint coating in the present study.

It is strictly not necessary to relate the roughkngs an equivalent sand grain roughness height.
Instead, the roughness functibnan be found directly based on experimental resflthe velocity
shift (AU*). The procedure on how to estimdtedirectly from measurements are described in the
following. Inserting the expression given in Eq) if&o Eqg. (1) gives:

1 (E 1 1
Ut =—ln (7 y*) = ZIn(E y*) = ZIn(f y*) v

The last term in the equation is the velocity siifi*
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AUt = %ln(f yt) ©

AU" is defined to be positive when the velocity pmfi shifted downwards. The roughness fundtion
can now be found directly from Eq. (6):

f — e(KAU+) (7)
The experimental results for the velocity shift presented in Fig.4 as a functionlof It is evident
that a logarithmic fit can be found for each platen expression of the velocity shift can be
formulated as:
AU+ = Qg + aq loglo(k+) (8)

whereap anda; are constants of the curve fit. The best fit fiiedent plates are shown in Fig.6.

PlateAA PlateAB PlateAC
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Fig.6: Curve fit of measured velocity shift for thiates
4. CFD setup

The problem is simplified in the CFD analysis byleeting wave generation and end-effects of the
towed plates. This is one by solving the equatimnsa mono-fluid flow field in a 2D dimensional
flow domain. The flow solver that is used is thengieFOAM flow solver that is included in the
OpenFOAM CFD package. The solver solves the ststate-fluid flow using the SIMPLE algorithm,
Ferziger and Peric (2002)The k-omega SST turbulence model is used to miadeulence in the
flow field. The freestream turbulence level is véow in the towing tank during experiments since
each new run starts after waiting sufficiently ldog the flow to come at rest. In the simulatiohe t
turbulence intensity is set to 0.1% and the tumulength scale to 1 mm. This gives a turbulent
viscosity ratiovw/v of about 10 in the freestream, which is considéodak very low.

The flow over the rough surfaces is modeled by rmezEnmodifying the smooth wall function as

described in the previous section. Simulation peeformed using both the default OpenFOAM
implementation of the roughness function, Eq.(8Y #he "direct roughness formulation" in Eq.(7). A
customized rough wall function was implemented pe@FOAM based on Eq. (7) and Eq.(8) where
the coefficients, anda; in Eq.(8) are found from the curve fit shown g Bi

Separate meshes were generated for each speedauBlogkMesh script. blockMesh is the simple
mesh generator that comes with OpenFOAM and is tasgript for simple geometries. The meshes
were generated with a target for the near wall nsgstting that results i <60 for the cell center of
the wall adjacent cells. An illustration of the mead flow domain is shown in Fig.7. The boundary
conditions are also indicated in the figure, witklocity inlet at the upstream boundary, pressure
outlet downstream and slip wall at the far fieldesiThe boundary condition for the forward and aft
plates is no slip walls (with or without wall rouggss depending on the simulated case).
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Fig.7: Mesh in the flow domain and boundary coodis

5. CFD simulation results

The simulations were performed for the same spasdasted in the towing tank=3, 5, 7 and 9m/s.
Two different approaches for modeling the roughnesse studied. Simulations using the "direct
roughness function" formulation, Eq.(7), was comgamgainst more standard engineering ap-
proaches using the default roughness function imetged in OpenFOAM, Eq.(3), where the value
for the roughness height is found from engineecmigsiderations.

The simulations using the "direct roughness fumttformulation, Eq. (7), are presented in Fig.8eTh
computed skin friction resistance coefficient isnpared against the resistance coefficient found
experimentally from the towing tests. The compariagainst experiments is very good for PlateAB
and PlateAC (the comparison is especially goodPlateAB). For PlateAC the resistance is slightly
higher than experiments for the lowest and heigpteds. The simulated resistance of PlateAA is
consistently smaller than the experimental reshlisstill very close.

Fig.9 compares the results using the direct roughinfinction against standard roughness
formulations, which are usually used in engineesdpglications. The simulation was performed using
the loselevich&Pilipenko roughness function forntiga, Eq.(3). This is the default roughness
function implemented in OpenFOAM. The roughnesglisi are selected in two different ways: The
simplest method is by choosing the value for theghmess height to be equal to the root mean square
of the measured roughness heights of the surfee®q(. This choice is compared against the Flack
and Schultz proposal for the equivalent roughnegghh, Eq.(4), wher&ms=Sq ands=Sskis used to
compute the equivalent sand grain heightvkich is used as the value for the roughness héigh
Eq.(3). The value for the consta®d in Eq.(3) is chosen as 0.253. Computations usgiag-lack and
Schultz proposal for the roughness height resnlts ¢onsiderable overestimation of the skin frittio
resistance except for the smoothest plate (PlateAkere the resistance is slightly lower than
experiments for the lowest speeds and slightly diighan experiments for the highest speeds. The
choicek=Sqresults in a significantly smaller resistance teaperiments for all plates except for the
smoothest plate, where the simulated results arestlidentical to the results using the direct
roughness function formulation.

The results using the direct roughness functionvarg promising. In the present study, separate
curve fits were made for each plate with differlaviel of roughness. For practical and engineering
purposes, it is tempting to find a function thatchas the velocity shiffU* in one single expression,
which is valid for all surfaces where the roughrieselated to paint coating on hull surfacgavio et
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al. (2015)found indications that such an expression couldhbiained, wherdU"* depends on botk
and Sq However, more experimental tests are necessafgre the hypothesis that such an
expression exist can be confirmed.
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Fig.8: Skin friction resistance coefficient. Comipan of CFD results using the direct roughness
function formulation Eq.(7) against experimentaiui¢s.
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Fig.9: Skin friction resistance coefficient of tpéates. Comparison of experimental results against
CFD simulations using (i) the direct roughness fiamcformulation Eq.(7), (ii) the formula for
equivalent sand grain height proposed by Flack Sodultz and (iii) usingk=Sq for the
roughness height. Both (ii) and (iii) use the staddroughness formulation implemented in
OpenFOAM, Eq.(3), where£0.253.

6. Conclusions

In the present paper, a technique to apply direesults from model scale experiments on rougleplat
to CFD has been presented. The technique doesauite defining an equivalent sand grain height to
be then used to match a statistical regressiorat# dbtained in the experiments from Nikuradse,
which date back almost 100 years. The method prdeetbe working and therefore the idea
promising; however, the next challenge is how téeed the technique to predict the effect of
roughness in full scale starting from model scatad
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Abstract

This paper presents how shipping company build vessel performance model and utilize it for
improving its business. For shipping company, understanding vessel performance in actual service
condition is crucial, because vessels are not always navigating in calm sea and fixed loading
condition. To understand vessel performance in service, NYK/MTI has devel oped vessel performance
model based on ship design information and collected data by VPMS (Vessel Performance Manage-
ment System). Developed model has been utilized in several cases and showed its effectiveness on
improving business performance of shipping company.

1. Introduction

The concern over 10T and big data utilization hasir in any industries. For example, digital twsn i

regarded as best way of utilizing 10T and big d&eaneral Electric develops virtual simulation model
of wind turbine as a digital twin and use it fotiogization of wind turbine operation and mainteranc
Data from loT sensors on the turbine is used fareliping digital twin and optimization. Same

concept can be applied to any physical assetsssitBors and 10T.

In the field of maritime business, shipping companhas started to utilize the data from vessel
performance management system (VPMS) over the &ansy Main reason for the spread of VPMS is
increased interest in fuel and cost saving. In otdesave fuel consumption, each shipping company
tries to utilize it in different ways, but mostthiem do not focus on development of digital twin.

Obtaining the accurate picture of own fleet perfance is important task of shipping company for
managing operational cost and improving businestmpeance. Digital twin for estimating vessel
performance is expected to be most beneficial egipdin of VPMS for optimizing operation in actual
service. Based on the above understanding, NYK/KM&S started developing vessel performance
model as digital twin based on collected data fMRMS since 2012. In this paper, how NYK/MTI
builds vessel performance model and utilize itifgproving their business.

2. Vessdl performance management system
2.1. VPMS (Vessd Performance Management System)

VPMS (Vessel Performance Management System) issmsygor supporting vessel performance
management. Recently, installation of VPMS hasaetitid some ship operators or charterers who
would like to save fuel consumption and managertfleet. In general, VPMS consists of two
systems, auto-logging system on board and dataeviewdashboard for shore office. Auto-logging
system collects vessel performance data and setalshore data server. VPMS users at shore office
monitor the collected data or analysis result bpgisf data viewer or dashboard.

From a shipping company’s point of view, clear ustinding of vessel performance in service is one
of the most expected fields of utilizing data coléal from VPMS. Speed trial result or charter party
performance do not give enough information formeating actual fuel consumption, because vessels
are not always operated in calm sea and desigh abatlition. Most of existing VPMS do not focus
on vessel performance model and its utilizationt dashboard for visualizing voyage or trim
optimization.
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2.2. SIM S (Ship Information M anagement System)

SIMS (Ship Information Management System) is on¥PBMS developed by NYK and MTAndo et

al. (2009). Fig.1 shows the overview of SIMS. SIMS collectgadfrom onboard equipment such as
VDR (Voyage Data Recorder) and AMS (Alarm MonitgriBystem). Collected data is processed in
onboard computer and sent to shore server via kessgellite communication. The data output from
SIMS is basically statistical data, such as averagximum, minimum and standard deviation. Time
interval of data processing in SIMS onboard unitasmally one hour, but configurable depending on
the intended use. One motion sensor is addedioand unit to estimate encountered weather based
on roll, pitch and acceleration.

NYK has installed SIMS on more than 180 vesselkiding container vessels, PCCs, bulk carriers,
tankers and LNG vessels. How NYK utilizes VPMS Yessel performance model is described in the

following sections.
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Fig.1: Overview of SIMS
3. Vessd performance model
3.1. Vessdl performancein service

There are several types of vessel performance mddtedt popular way is expressing speed-fuel

consumption relation as one equation. If vessebading condition and encountered weather
condition is almost same, this model may be ablgite enough information to vessel operators. But
in many cases, they are not satisfied with thisehdaecause ship propulsive performance is affected
by several factors, such as wind, wave, draft, ldcgment, trim, and conditions of the hull and

propeller.

Fig.2 shows variation of draft, speed and weathmrdition during one round voyage for two
container vessels. Those two vessels are simil@aiting capacity, but deployed in different seegic
This means that difference of such operationalilgrahust be considered for optimizing vessel
deployment. If vessel performance in actual sereare be estimated by using of the model, accuracy
of operation cost estimation including fuel cosproves and it has a large impact on various detisio
making in shipping company.
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Fig.3: Vessel performance model development in SIMS

3.2. Vessal performance modeling

Fig.3 shows how vessel performance model is deeeldpased on data from SIMS and other
information. Three methods such as experimentabrttical and statistical are combined to develop
it. Effect of draft and trim is estimated from expeental method, performance in weather is
estimated from theoretical method and differendev®en model and actual performance is calibrated
based on measurement data.

3.2.1 Experimental method

To understand how trim and draft condition affemthe ship, conducting towing tank test is the best
way. It is well proven in long history of ship dgsiand helpful to quantitatively identify the elemnts
affecting vessel performance by draft and trim gearTrim tank test result is usually visualized by
2D chart shown in the left of Fig.4. Because tesiditions are limited due to time and cost constrai
obtained chart from the test is discrete. For egfimy vessel performance in any trim, draft andedpe
the discrete model is converted to a continuousainoyl using of B-Spline interpolation.

3.2.2 Theoretical estimation
Theoretical estimation is useful for estimating dvand wave effect. It is not realistic to colleessel
performance data in all the possible wind and waweadition. Instead of that, we utilize the

performance estimation method developed by NatiMwitime Research Institut@sujimoto et al.
(2013). It takes into account five elements relating tatier:
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By using of the method, vessel performance modehfleveather condition can be estimated. Fig.5
shows an example that visualizes speed-power cdoresarious wind and wave direction from
Beaufort scale 0 to 9.
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Fig.5: Vessel performance model for all-weatherdition
3.2.3 Statistical approach

There are two main reasons for combining statiséipproach with above two approaches. One of the
reasons is vessel performance degradation duellt@hpropeller fouling and engine performance
change. Change of baseline performance affectgeather performance of the vessel and calibration
of the model based on measured data is requirech \peeformance changes. Another reason is
existence of scale effect. Even if model test taswdccurate, small difference possibly existsvieen

full and model scale. Calibration of vessel perfante model based on measurement data is required
to fill a gap and improve accuracy of the model Baoth calibrations, good data should be carefully
selected among a lot of data collected by SIMSdse of SIMS, the following data filter is applied
for extracting good data.
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» Beaufort scale is below 2

* RPM change is less than 0.5 rpm

* Max pitch angle is less than 1 degree

¢ Max rudder angle is less than 3 degree

« Difference between SOG (Speed over ground) and $3péed through water) is less than
0.5kn

Fig.6 shows an example of vessel performance neadidration. In this case, required power in some
draft and trim condition is calibrated based on snead data.

Comparison Table : Cormparison Table
kw - K

w ~
Optimum Tren 232022 15 Optimum Trim 231138 20 '
Optimum Trim Even Keel 235850 0 Optwmum Trim Bven Keel 235856 0 }
1.0m Trim 000 m 235856 00 10m Tim 000 m 235056 00 |
i - ‘ g s s i |
Before Correction After Correction

Fig.6: Vessel performance model calibration base8IdMS data (left: before, right: after)
4, Utilization of vessel performance model in shipping company
Estimation of sea margin is one of common taskipgng company. Typical example is the case of
bulk carrier. Vessel operators of bulk carrierrastie sea margin of one voyage and order bunker fuel

at discharging port. If estimation is much highleart actually required, it will cause reduction of
cargo at loading port and profit loss.

== - Service route

L et

Estimation of

- Sea Margin

- Sailing time

- Average Speed
Hindcast weather data - Total FOC

Fig.7: Process of sea margin estimation for tamgete

Vessel performance model

Fig.7 shows the process of sea margin estimatisadban vessel performance model. At first, vessel
performance model is developed as described inteh&y Secondly, service route is defined for
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target departure port to arrival port or one rowwyage. Finally, many times of voyages are
simulated at fixed speed or fixed engine load bynlmoing vessel performance model, loading
condition data and historical weather data. By Wy, sailing time, average speed and total fuel oi
consumption can be estimated, too.

Table | shows the result of seasonal sea margimatsbn for one type of bulk carrier in differerdas
areas. 500 times of ballast and laden voyage stioalés conducted based on vessel performance
model, historical weather and basic voyage roueessimulation is conducted for more than sea 20
routes and it helps vessel operator’s decision mgaki bunker order.

Table I: Sea margin estimation result - statisficst: %)

Route Spring Summer Autumn Winter
A +30 (99.7%) 274 27.6 23.7 23.8
Average 179 19.0 16.3 15.9
B +30 (99.7%) 26.1 21.6 36.7 449
Average 12.2 10.1 18.9 246
o +30 (99.7%) 103 14.3 16.2 17.7
Average 48 6.3 14 8.8
b +30 (99.7%) 14.3 17.2 16.4 17.1
Average 7.6 8.3 8.1 9.2
£ +30 (99.7%) 11.2 16.8 174 15.8
Average 5.1 71 7.3 79

5. Conclusion

To obtain the accurate picture of own fleet perfance, vessel performance model in service is
expected in shipping company. Collected data froRM is utilized for building and maintaining
accurate vessel performance model. Vessel perfa@narodel is utilized for sea margin estimation
by simulating voyage with various data includingtbiical weather and route. Result of voyage
simulation based on vessel performance model ¢twtés to better decision making in daily
operation of shipping company.

References

ANDO, H.; KAKUTA, R. (2009),Development of Ship Performance Monitoring System for Fleet
Operation, ISSDC2009

KAKUTA, R.; ANDO, H.; YONEZAWA, T. (2016),Utilization of Vessel Performance Management
System in Shipping Company, 1% Hullpic Conf., Pavone

TSUJIMOTO, M.; KURODA, M.; SOGIHARA, N. (2013Pevel opment of a Calculation Method for
Fuel Consumption of Shipsin Actual Seas with Performance Evaluation, OMAE2013-11297 pp.1-10

241



So, Your Ship is Not Operating Efficiently (Becausef Biofouling) —
Now What?

Eric Holm, Elizabeth Haslbeck Dominic Cusanelli,Naval Surface Warfare Center, Carderock
Division, West Bethesda/USA&]izabeth.haslbeck@navy.mil

Abstract

Quantification of vessel fuel efficiency as a fiorwctof hull and propeller roughness, and in
particular, roughness associated with biofoulirggaimajor focus of the HullPIC conferences. Once a
ship owner is made aware their vessels are opegatiefficiently (due to biofouling), they are then
faced with solving the problem. The most effediadnologies must, by definition, result in ships
going to sea with reduced amounts of adherent biofg on both propellers and hulls. The most
common and obvious solutions are likely to comehin form of coatings (materials), cleanings
(maintenance), or both. The potential for theseutsamhs to affect ship powering efficiency in a
meaningful and positive way is tied to a set oéntéependent variables that, when not taken into
consideration, or not considered comprehensivedy, ender quantifying their benefit difficult, thus
making it challenging for the ship owner to forntelthe correct business decision for their fleetr F
instance, efficacy of both antifouling and foulmedease biofouling control coating systems is dipse
tied to ship operational parameters such as opersti tempo and speed/time profile. Additionally
cleanings may be required and, depending on thérgpand the cleaning tool, may cause damage,
shorten or extend coating system service life,eactivate a failing coating. The efficacy of hullda
propeller cleanings is also linked closely with psldperations. The benefit of hull and propeller
cleanings is a function of time spent piersideof@lhg cleaning, and the risk can vary temporallglan
spatially. In addition, the ability to detect andamtify improvements in ship operational efficiency
specifically associated with improved biofoulingndition is linked to the monitoring technique itsel
biofouling control technology (including maintenaner cleaning), and ship operations. This paper
will explore these and other important and interelegent variables, explore lessons learned from
past US Navy biofouling and coatings research, present recommendations for a way ahead.

Distribution Statement A — Approved for public ra$e; distribution is unlimited. This brief is
provided for information only and does not conséita commitment on behalf of the U.S. government
to provide additional information on the prograndém sale of the equipment or system.

1. Introduction

Accumulation of biofouling on hull and propeller(significantly impacts ship performance; see
WHOI (1952), Townsin (2003¥or reviews. Due to its effects on surface rowgg® biofouling
increases the power required to move a ship thrabghwater, resulting in increased fuel use to
maintain speed and decreased operating range aragmog,Townsin et al. (1985), Hundley and Tsai
(1992), Abbott et al. (2000), Schultz (200Rcreased emission of greenhouse gases accorahaie
increased fuel use; shipping is already a sigmificaontributor to these emission8yring et al.
(2010) Methods designed to assess or monitor the poweamdition of a ship can indicate when
performance may be impaired by the presence obubiiofg, and can also be used to quantify that
impairment. These methods may include various safrtpower trials, continuous or intermittent
logging of ship performance and engineering datanduoperations, or modeling and prediction
approachedgiundley and Tsai (1992), Munk et al. (2004), Lutiarse et al. (2016)Vhen impaired
performance is detected, an inspection of the dmll propellers can be carried out to determine if
accumulation of biofouling is the cause of the impant (as opposed to, e.g., wear on the power
plant or other components of the propulsion system)

If biofouling is found to be the cause of impairgdp performance, the vessel owner or operator is

faced with a decision as to how to correct the jgmmb The most common and obvious solutions
come in the form of hull or propeller coatings teeyent the accumulation of the biofouling, or
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cleaning of the hull or propeller(s) to remove &rig accumulations. The correct or best decision(s)
however, may not necessarily be so obvious or gmphd potentially depend on a number of
interrelated factors. We term these factors theufFbl's,” and are currently using them as a
framework within which to better understand biofogland biofouling control as it affects United
States (US) Navy vessels.

2. Defining the “Four M’s”

The “Four M's”, Fig.1, encompass a suite of sevemhsiderations or constraints that can affect
choices as to how to manage biofouling on a shipisor propeller(s). These considerations can be
divided into four factors or broad categories — &fiails, Maintenance, Movement, and Monitoring —
the “M’s” of the “Four M’'s.” The categories intettawith each other strongly. Decisions made in
isolation, for example, choosing a coating baseidtist on criteria associated with the Materials

category, may not result in improvement in shipfgeenance or operating costs, if those decisions
result in adverse outcomes in one of the othegoaies.

3. Materials

The Materials factor or category primarily conceths coatings that might be employed to control
the accumulation of biofouling. Multiple options earavailable including various antifouling
formulations, fouling-release coating systems, hylwoatings combining antifouling and fouling-
release functionality, and even barrier coatingsesE coatings represent different approaches to
biofouling control,Yebra et al. (2004), Dafforn et al. (2011), Lejetsal. (2012).

Antifouling coatings employ biocides, typically qugr or organic biocides, sometimes together
Lejars et al. (2012)o repel the attachment stages of macrofoulingrasgas or to kill any biofouling
that may have attached. Formulations differ inrttechanism by which biocides are released into the
environment,Yebra et al. (2004), Lejars et al. (2012h ablative or soluble matrix paints, or
controlled depletion polymers, biocides are mixesgkly in a water-soluble matrix. The biocides are
released or “leached” to the environment as theixndissolves Lejars et al. (2012)With time, and

as a characteristic “leached layer” develops wiicfree of biocides, biocide release decreases and
dips below an effective ratéjowell and Behrends (2005allowing biofouling to develop. Ship
movement or cleaning will erode (ablate) or remdiws leached layer and re-activate or restore
antifouling performance. In contrast, the matrixseff-polishing paints is hydrolytically unstableda

the release of the biocide is controlled primally hydrolysis rather than dissolution and erosion,
Yebra et al. (2004), Lejars et al. (2012he rate of hydrolysis can be adjusted chemidallgffect
variable “polishing” rates and/or rates of biociddease and coating loss, which can be matched to
ship activity levels (see Movement, beloviebra et al. (2004)

A number of biocides have been incorporated infatade or self-polishing paints. Copper (cuprous
oxide) is perhaps the most commonly used, eith@mmeabr with organic booster biocides. Organic
biocides such as copper or zinc pyrithione, DCOTFalopyril, Irgarol, Diuron, dichlofluanid,
chorothalonil, and recently, medetomidine, may dsoincorporated into copper-free antifouling
formulations,Pérez et al. (2009), Lejars et al. (2012)

Fouling-release coatings employ no biocidal comguio prevent attachment of organisms, and thus
biofouling readily attaches and grows on the cgaBaorface. These paints are instead designed to
reduce the adhesion strength of any accumulatefbudiog, such that the organisms (including
biofilms) are sloughed (released) from the hulpoopeller(s) as the painted surface moves through
the water (“hydrodynamic self-cleaningSchultz et al. (1999) Reduced adhesion strength is
obtained through the surface and bulk propertigh®fured paint, including low surface energy and
elastic modulus (for reviews s&ady and Singer (2000), Lejars et al. (201Z2)hese coatings are
typically soft silicone [poly(dimethylsiloxane)] bber potentially with silicone or other types ofsoi
added (for examplekavanagh et al. (2003) Recently hybrid coatings have been developedctwh
include both fouling-release and antifouling pradisex.
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Fig.1: The “Four M’s”, showing each category (M&és, Maintenance, Movement, and Monitoring),
a selection of their components, and the interasteamong these components.

Barrier coatings represent epoxy anticorrosive tpadm other extremely durable formulations that
may possess no inherent biofouling-control propsrtieyond their ability to endure regular cleaning
(see Maintenance, below).

Environmental regulations can limit coating choi@ailable to ship owners or operators. These
regulations may be associated with either the d@cuite (for antifouling coatings) or other
components of the paint formulation (for any typeaating). Globally the continued widespread use
of copper-containing antifouling coatings facesdies primarily tied to water quality, European
Chemicals Agency Biocidal Products Regulatiohitps://echa.europa.eu/regulations/biocidal-
products-regulatiorA relatively large proportion of hull paint systetmat are otherwise suitable for
use outside the US may not be available for apjidican the US either because they contain biocides
not registered for use in the US, or are not thémaseaegistered by the US Environmental Protection
Agency (EPA). Solvents in traditional antifoulingiipts often contain high quantities of volatile
organic compounds and are thus subject to air tyuaéstrictions during applicationiMO
MEPC.203(62)

The selection and use of biofouling-control coasggtems is also impacted by regulatory drivers tha
extend beyond release of biocides or air pollutafts example, the underwater hulls and propellers
of ships represent a risk for transport and intatidn of non-indigenous specigSpllasch (2002),
Godwin (2003), Drake and Lodge (2007), Davidsoal e£2009); IMO MEPC.207(62)The degree to
which a coating system can reliably control theuawglation of biofouling is directly tied to vessel
fuel efficiency,IMO MEPC.213(63)- Ship Energy Efficiency Management Plan, anddésign of
energy efficient shipdMO MEPC.215(63} Energy Efficiency Design Index.

Finally, compatibility with ship hull and propellestructural materials also limits the choice of
coatings. For example, in order to avoid galvamigasion, ship owners or operators are directed by
the American Bureau of Shipping (ABS) to refraianfr using antifouling coatings containing copper
as a biocide, on aluminum-hulled vess@BS (1975)and product data sheets for copper-containing
antifouling paints may warn against use on aluminum
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4. Maintenance

For ship hulls, maintenance, in the form of clegnfeither in-water or out-of-water), is the primary
alternative to application of coatings for contiral biofouling. For propellers, where coatings nhay
inappropriate for use due to the incidence of atigib erosion or other phenomena that affect wear o
service life of the material, cleaning may be tbke sneans of mitigating the impact of biofouling on
ship performance. Three aspects of cleaning magtiie efficacy of the process, or its utilitythe
ship owner or operator — timing, frequency, andttipe of cleaning tool used. Timing concerns the
length of time the ship spends alongside the péwéen cleaning and the next period of operations.
The longer this period, the greater the opportufdtybiofouling to attach and grow on the formerly
clean surface. This concern may be particularlyartgnt for propeller surfaces unprotected by any
fouling-control coating. Frequent cleaning may tesu consistently smooth hulls or propellers and
thus more efficient ship operations, but at thé obslamage to any applied coatings, and correspond
ing reduction in coating service life, and may hefiectual if carried out too far in advance of the
underway period. Cleaning of ablative antifoulirgatings (and presumably self-polishing coatings as
well) with rotating brush-type tools removes a tlager of paintWimmer (1997)Depending on the
thickness of the coating, frequent cleaning mayonarall antifouling paint, leaving the ship unpro-
tected (E. Holm personal observation). Similarbtating brush tools can scratch the surface of com-
paratively soft fouling-release coatin@hristiaen (1998)Scratches may degrade the performance of
the coating by providing a rougher surface for atie or exposing undercoats that possess no foul-
ing-release properties.

A variety of tools are available to carry out hatlpropeller cleaningicClay et al. (2015), Morrisey
and Woods (2015and these may have differing impacts on coatiHgdls of large US Navy vessels
are routinely cleaned in the water using diver-afe vehicles mounting multiple brushes. The brush
material can be chosen to match the observed @vigibe of biofouling, or the painklorrisey and
Woods (2015)Smaller patches of fouling, or the surfaces aipptler blades, may be cleaned with
hand-held, single brush units. These tools requordact with the coated surface in order to remove
any attached biofouling; this contact can resuldamage to the coating surface (see above; E. Has-
Ibeck personal observation). Water jets and cangatvater jets have also been developed for in-
water removal of biofoulingWorrisey and Woods (2015\Ithough these devices may be reported as
being less damaging to the coating, if applied tirexily (for example, improper stand-off distance o
angle, improper residence time) significant dameae occur, including removal of entire layers of
the coating system (E. Holm, personal observatigajious non-contact approaches have also been
developed (for example, heat treatment or shroudiiethods), but while these may result in the death
of any biofouling, they do not remove the organisisClay et al. (2015), Morrisey and Woods
(2015) Thus, application of these treatments would nunhédiately improve vessel performance.
The impact of these methods on the integrity ocfiom of hull coatings has not been carefully re-
searched\orrisey and Woods (2015)

Regulatory considerations will have a strong inficee on the decision as to whether to execute an in-
water hull or propeller cleaning. In the US, wesast ports are increasingly limiting in-water hull
cleaning of antifouling paints in order to contrelease of biocided/cClay et al. (2015)Washing-

ton and Oregon prohibit cleaning of antifouling wegs, while in California cleaning of such coatng

is permitted only in areas that are not “pollutioipaired”,McClay et al. (2015)Cleaning of fouling-
release coatings or uncoated propellers may bev@dloAustralia and New Zealand permit in-water
cleaning under certain conditions, including capfup the greatest extent possible, of biological
components of any effluent > %fn in size,McClay et al. (2015)No in-water cleaning of ship hulls
and propellers is allowed in France. Ships mustityedocked before they are cleaned (C. Hubert,
Direction Générale de I'Armement, personal comnation). Regulations in some areas may increase
the cost of hull cleaning, either by pushing in-evatleaning offshore or to remote locations, or re-
quiring any cleaning to be conducted out of theewah a dry dockiMicClay et al. (2015)

Dry docking presents an opportunity for maintainithg hull or propeller free of biofouling (see
above). More importantly, however, a ship’s dry king cycle also impacts the choice of coatings
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used to protect the hull as it defines the coadienyice life that will be required. Although paimtsist
that can be applied underwater, these materialtypieally used for spot repairs, are characterizgd
a limited service life, and may not possess anyfohlmg-control properties. Application of
antifouling or fouling-release coatings is alwawsried out in dry dock or otherwise out of the wate
If the service life of the paint chosen for apgiica is shorter than the ship’s dry docking intértae
hull or propellers may need to be cleaned moreuatly in order to operate the vessel efficiently.
Ship owners or operators relying primarily on ciegno obtain improved operating efficiency may
take on substantial risk of incurring a fuel pepndft it is not possible to time these cleanings
appropriately, or carry them out whenever/wherélrey are needed. Finally, the dry-docking interval
will also determine the timing and rate of implerz@ion of new biofouling-control coatings, and
thus the rate at which improvements to performadae,to coating application, can be realized.

5. Movement

The movement factor comprises several aspectsipfogierations, including both active and inactive
periods, that may impact the occurrence of biofmuland the choices made to control it. That
movement, in particular the frequency of movemend d@he location or environment wherein
operations takes place, affects the accumulatidsiadbduling has been understood for many decades,
e.g. Visscher (1927) The development over the last 30 to 40 yearsanfitpformulations whose
function is strongly dependent on ship movemengsests that this factor continues to require close
consideration. The components making up the movefaetor comprise A) the operational profile or
operational tempo, the distribution of operatiopatiods within a given span of time, including the
length of individual periods of time spent moving at the pier; B) the speed-time profile, the
frequency with which a ship operates at a giveredpand C) the time and area of operations,
including inactive periods, which determine theerat which biofouling may accumulate and grow,
and the types of organisms within those accumutlatio

Paint manufacturers design antifouling and foulielgase coatings to be used under variable yet
specific operational scenarios. For ablative ortrdled depletion polymer coatings, ship movement
helps to erode away the leached layer which degedipthe paint surface over time. Erosion (or
ablation) exposes a “fresh” coating surface to mnswntinuous biocide release at effective rates.
Self-polishing coating formulations are designedydrolyze at varying rates, which are a function
also of the activity level of the vessel. Finalfguling-release paints depend on ship movement to
generate the hydrodynamic shear and normal foreesssary to cause sloughing of attached bio-
fouling, Schultz et al. (1999). Lejars et al. (204@pvide recommended activity levels, including
operational tempo and speed-time profile, for s@vieuling-release coatings that were commercially
available at the time. Although the speed-time ifgafiould seem to be the most important aspect of
movement affecting the efficacy of fouling-rele@satings, as speed through the water generates the
hydrodynamic forces on attached biofouling, therapenal profile and operational tempo are also
important as they affect the size of the attachefbbling and thus the magnitude of forces thatimus
be applied in order to break the adhesive bond dmtwthe organism and the coating surface,
Kavanagh et al. (2001)

The efficacy of biofouling control coatings can yawith the time and area of operations, as the
intensity of biofouling and the species compositanhe resulting communities can be specific to
particular regions of the planet, e@ePalma (1972)and the dynamics of biofouling within those
regions can vary with time (for example, seasoratepns in biofouling attachment and growth).
Harbors may contain biofouling species that areemar less sensitive to biocides employed in
antifouling coatings, e.g?iola and Johnston (2006), Gall et al. (20,18} exhibit growth forms or
strengths of adhesion that render them more or llkely to be sloughed from fouling-release
coatings, e.g-Holm et al. (2006)

6. Monitoring

The final “M,” Monitoring, comprises metrics assa@d with the degree to which a particular
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technology, process, or strategy controls biofayliand the benefits and costs of the approach
including changes in ship performance, operatinficiehcy, or operating costs incorporating
materials and maintenance costs if applicable.

The degree to which a biofouling control stratefyy, either hulls or propellers, may be deemed
successful depends on the extent to which theeglyaactually reduces the presence of biofouling
(efficacy), and the length of time that strategmaéns efficacious. Coatings will be seen as effecti
when they reliably mitigate biofouling without theeed for in-water cleaning, and retain their
physical integrity, for the entire period betweay dockings. Efficacy in control of biofouling, for
hulls or propellers, can be readily assessed \Wsdaling dedicated inspections, using either diver
or remotely-operated vehicles. Inspections can béscarried out in dry dock. The accumulation of
biofouling is generally described using variougsof ranking or rating scales incorporating thgety
of organisms found (for example, “slime”, “weedghell”, Townsin (2003)or descriptors associated
with particular growth forms — barnacles, tubewdrmsd their coverageS(vain and Lund (2016)
Naval Ships’ Technical ManuaChapter 081). Similar rating scales exist for wwatphysical
condition (for examplelNaval Ships’ Technical Manu&hapter 081). These assessments represent a
snapshot in time, and their proper interpretatemuires an understanding of coating type and dge (i
the control strategy incorporates a coating), dnijl activity and maintenance history. Fouling-rekea
paints may require more frequent monitoring thatif@uing coatings, especially in cases where the
ship’s operational tempo or speed-time profile domeet the manufacturer's recommendations.

Monitoring of gross changes in coating physicaldition, for example, significant erosion, polish-
through, or delamination, can also be carried brdugh visual inspections. However, quantification
of changes in small-scale roughness of hull or @ltepcoatings or the surface of uncoated propller
as may result from cleaning, and measurement dingpkpss from operations and cleaning that does
not result in any obvious visual cue, requires spieed equipment. Such assessments are as
necessary to determining coating service life aduaion of efficacy.

A meaningful metric of vessel operating efficierasya function of the extent of biofouling presemt o
the hull or propeller(s), as it is affected by aegi control strategy or technology, is critical to
justifying broader implementation of that strategytechnology. Improved procedures or approaches
to obtain these data remain under developmenttifgiapproaches range from full-scale evaluation
of speed and power, to lab-scale characterizafndmaodeling.

Dedicated power or towing trials, combined with pestions of hulls and propellers, have
significantly advanced our understanding of thatrehship between ship performance or powering
condition and roughness due to biofouling. Theseies have a long history, eMjisscher (1927)
Davis (1930), Izubuchi (1934), Kan et al. (1958)d continue to be extremely valuable today, e.g.
Townsin et al. (1981), Hundley and Tsai (199R), Cusanelli personal observation). Recently a
standard method for collection and processing difsftale speed/power data from ships was
published, ISO 19030 Continuous, Hagestuen (2016), Jonsson and Fridriksson (201@),
intermittent,Gundermann and Kirksen (2016honitoring or logging of shipboard data streamih(

or without data filtering algorithms for removingnability due to environmental conditions) is now
being offered by a larger number of commercialtegithan everiasselaar (2011)

Data from trials or monitoring systems may not alsvdbe available. In these cases, drag data
collected from smaller towed objects (plates, pon&) or flow channel testing, have been used to
provide information for modeling impacts to poweritchultz (2007), Schultz et al. (2015), Monty et
al. (2016) have predicted performance impacts of biofouliygsialing (to full scale) laboratory
measurements of drag on biofouled surfaces usmgasity law procedures. The data may also be
incorporated into Reynolds Averaged Navier-StokBANS) models capturing the details of
particular hull forms, and the complex flows arouhdm (A. Vargas, Naval Surface Warfare Center
Carderock Division, personal communication). Thesstictions (and to a certain extent, those from
full-scale trials as well), while tremendously ithinating, are currently limited to a small range of
biofouling conditions, and assume that the assediabughness is homogeneously distributed over
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the modeled surface. Unfortunately, the hydrodyeachiaracteristics of the diversity of biofouling

conditions that might be observed on a ship hullpoopeller are not necessarily amenable to
derivation strictly from direct measurement of phgb roughnessleer-Andersen and Larssen

(2003)

Finally, monitoring includes an important histoticamponent. Ultimately the ship owner or operator

can only determine if newly implemented technolegie practices are improving vessel operating
efficiency or reducing operating costs if data aveilable regarding the baseline ship performance
and operating costs, that is, performance and ahstsig such time as the original coatings or

cleaning practices or technologies were employeduably, many vessel owners or operators have
not well-characterized the baseline biofouling welfpenalty condition of their ships, and thus the
potential benefits that could be realized by a glean approach to biofouling control remain largely

unknown. At a minimum data on vessel performancaushbe collected before any changes to

current practices are made. Alternatively, baseadiata can be collected on vessels that have nat bee
subjected to these changes, while they are opgratincurrently with any vessels for which new

coatings have been applied, or new cleaning scasdultools adopted.

7. Knowledge Gaps Associated with the “Four M’s”

Considering biofouling control in the context oétfFour M’s” also enables us to identify signifitan
knowledge gaps that may lead to imperfect appticatif the framework. These knowledge gaps are
associated with each of the “M’s”. Some of theseehbeen identified above; however, there are
additional needs in each area. The following disicusis by no means comprehensive. With regard to
Materials, we are currently lacking screening téisés accurately predict coating performance at ful
scale. A large number of both published, standaddigcreening tests and unpublished proprietary
tests are available. Despite the availability afsin methods, full-scale testing still gives thet bes
indication of how a coating will perform. No standized test exists to evaluate the impact of
cleaning tools on coating efficacy or physical paerfance, although efforts in this area have been
made, e.gChristiaen (1998), Holm et al. (2003), Oliveira af@tanhag (2016)Only recently have
there been attempts to rigorously relate operaltimmapo, speed-time profile, and area of operations
to ship hull roughness and performance, coatinigaaf§y and service life (see International Paint’s
Intertrac® Vision programhttp://www.international-marine.com/intertracvisipages/home.htmlin

the absence of power trials carried out under adrarray of biofouling conditions, additional
laboratory-scale work is needed to determine thgaaf drag values that might be observed in cases
where biofouling is patchily distributed, or consi®f individual organisms of differing size and
shape. Performance monitoring programs may helflltthis gap, but only if the monitoring is
combined with regular assessments of hulls andgtliesp for the presence of biofouling, so that the
cause of any given impact to powering can be gfadédntified.

8. Conclusions

For the past several decades, the US Navy ha#feit,eutilized one type of underwater hull coating
technology, and has combined that technology withirawater inspection and cleaning program
which together reduce the likelihood that a shifi go to sea with heavy biofouling on hulls or
propellers. This strategy takes into account theNa8y’'s unusual operational tempo and speed-time
profiles (relative to commercial vessels). Evidesuggests this approach could be improved. In the
relatively recent past, as we tested advanced diafp control technologies, we have been able to
identify weaknesses as well as knowledge gaps ploaéntially interfere with evaluation or
implementation of new technologies or processes.&Qperiences led us to develop the framework
described in this paper, that will allow us to bettinderstand biofouling as it affects US Navy
vessels, and biofouling control solutions and theimefit to our Fleet.

All vessels, from military and commercial shipsgieasure craft, are susceptible to the deleterious

effects of biofouling. Choosing among the many ami available to reduce these effects requires
careful consideration. The performance of a corgtategy and the characterization of its ability t

248



mitigate biofouling will be closely tied to the a@rdependent factors outlined above — Materials,
Maintenance, Monitoring, and Movement. The corcbest decisions will depend on a number of
variables, the subset of which is unlikely to léaé one-size-fits-all solution.
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Abstract

The accuracy of added power estimation using full scale operational data is directly related to the
accuracy of determining the calm water power. Firstly, this paper focuses on a detailed analysis of
the calm water powering, using voyage (operation) data supported by and compared to standard
estimation techniques and model test data. Further, a method to quantify the added power in weather
is developed. The added power due to the influence of waves and wind is treated as the difference
between measured shaft power and calm water power requirement. It is shown that both quality and
quantity of data is important to model calm water power accurately. The operational data suggests
that trim by stern is favorable at lower speeds and has little effect with increase in speed. The added
power in waves for most operational speeds considered isless than 10%.

1. Introduction

Increasing pressure on the marine industry fromglobal community to reduce Greenhouse Gas
emissions from shipping has resulted in regulatigmgerning fuel consumption, efficient operation
and emissions from ships entering into force (EEDI, SEEMP). To improve the performance and
efficiency of ship operations, it is first importao quantify accurately a vessel's performancedgcivh
can be carried out using in-service monitoring dataditionally, in-service monitoring is carriedto
using noon-report data (sampling frequency of axprately 24 hours) which is categorized as a
medium precision method. This gives a limited nundfedata points to evaluate the performance of
a vessel and also introduces significant uncerégrdnd potential for human erra¥ldous et al.
(2013), Pedersen and Larsen (2009). Automatic high-frequency data recording not onljecs the
possibility for analysis of ship performance inteoder time, but also decreases errors arising from
manual recordingAldous et al. (2015). However, in continuous data recording both datgudency
and quality are important; in fact the data quaditg even more significant than data frequency for
accurate performance prediction mod@&sickert et al. (2016). The data precision can be improved
significantly by linking the automatic data acqtiai to the MetOcean datasets to allow corrections
to be made for current, wind and waves.

The hydrodynamic optimization of a ship is primaiglarried out considering its calm water ‘design’
condition. In contrast, ships mostly operate inyiregy weather conditions which have a direct
influence on their powering requirements. A shigmping in waves experiences an added power to
maintain speed, or a lower speed to maintain cohgtawer, when compared to calm water. An
accurate estimation of the added power in wavesse&ful to improve operating efficiency and
decrease fuel consumption. It is vital for accusaéather routing and should inform design and ship
selection. Semi-empirical approaches sucAH@egnsin and Kwon (1983), derived from model tests,
and updated bitwon (2000, 2008) based on noon reports and sea state observatansltie bridge
are commonly used to calculate speed loss and gutuledr in weather. Potentially more accurate
estimations using 3-D potential flowju et al. (2011), and CFD techniqueBezdogan et al. (2015)
have also been implemented but remain computatjoirdensive. A few attempts using Artificial
Neural Networks (ANN) trained using data recordecigh frequency are promising, but require
further validation, Parkes et al. (201@r,ado and Bertram (2016). Nevertheless, quantifying added
power remains challenging and requires a deepeerstahding of the capabilities and limitations
involved, Bertram (2016), but is an area where operational data could ptovbe very useful,
Dinham-Peren and Dand (2010).
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This paper presents a method of quantifying theeddgmbwer in weather developed using in-service
data recorded from three merchant ships and tleeiassd MetOcean data. The added power due to
the influence of waves and wind is treated as ferdihce between the recorded shaft power and the
calm-water power\Webb and Hudson (2015). The accuracy of the added power estimation from the
operational data is thus directly related to theueacy of determining the calm water power. In this
study, we focus on the analysis of calm water poweusing voyage (operational) data supported by
and compared to, standard estimation techniquesnat®l tests. Data is filtered with respect to
significant wave height and true wind speed citéo generate a calm-water model from on-board
measurements. The effect on calm water power afigésin draught and trim is investigated. The
investigations provide some important insights ithe sensitivity and accuracy of the filtering
criteria used in modelling the calm water power.

2. Methodology

The methodologies used to analyse calm water adeldapdowers from continuously monitored data
are detailed in this section. Firstly, a summaryhef data acquired from the ships are describea wit
some insights into their operating profile. Furthere, the data filtering applied to arrive at tiant
water and added power model is explained.

2.1. Operational data acquisition

In-service data recorded using continuous monigpvilas obtained for three sister merchant ships.
ISO 19030-2 prescribes a minimum data acquisiteda of 15 seconds for the operating parameters
of the vessel that shall be averaged over a reldiran interval. The present data was recorded at a
sampling frequency of 1 Hz and averaged over 5 imi@rvals. The data contained 244833 data
points (three ships combined) which also includesl weather data from a MetOcean model. Data
manipulation was performed using the open sourogramming language Python and its associated
data science libraries. Fig.1 shows the numberatd goints for the various operating speeds, drafts
and trim of the vessel for the original data sdte Bpeed histogram of the ships indicates that they
spend more time at higher speeds (>15.0 knots);hwhinounts to about 98000 data points (about
40% of the total data recorded). The ships maiallyag two draft intervals (9-10 m and 10.5-11.5 m)
as indicated by the draft profile of the originatal Trim is calculated as a difference between the
forward and aft drafts, and hence, negative vaingigate trim by stern. The speed, trim and draft
show a narrow range of operational conditions.
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Fig.2 shows the significant wave heights encoudtegethe vessels, which mainly fall in the range of
1-3 m. When calculating the calm water power it lddee ideal to have a number of data points for
very small wave heights. In this case, howeveapjpears to be difficult to use a very small wave
height, for example less than 0.5 m, since itréltde data too severely. The polar plots in tgar
show the apparent wind direction and the ship mgadilative to the waves.

50000

Number of Points

2 3 4 5

Significant wave (m) 270°
(a) (b)
Fig.2: (a) Encountered wave heights, (b) apparémd Wy the ships.

2.2. Calm-water powering

The voyage data is used to estimate calm water pbywappropriately filtering the data and further
binning them into draft and trim intervals. Themakater power is considered to be a function of the
ship speed, trim and draft. Before generating thaftspower variations with respect to these
parameters the data required for analysis is dittebased on a minimum wave height condition.
Looking at the wave height histogram it was decitiedise the data by omitting significant wave
heights of greater than 1.5m and true wind speee ti@n 10 knots. True wind speed and direction
were calculated to eliminate the relative veloafythe ship from the apparent wind measurements,
Bertram (2012). Additionally, a few other constraints were also leggpto ensure that the quality of
data and scatter used for the calm water modetdepable Dinham-Peren and Dand (2010). To
calculate the calm water powering characteristies driginal data was filtered by applying the
following constraints:

* True wind speed less than 10 knots

» Significant wave height less than 1.5 m

» The difference between the over ground speed andpbed through water less than 1 knot.
This constraint is to ensure that the effect ofrent’ is small in the calm water model.

* Engine RPM is greater than zero, hence asternmgnsinot included.

» Change in speed over ground between successivdesadges not exceed 0.5 knots. In this

case, only data points that represent the ship mgoat a reasonably steady speed will be
considered.

The above constraints to model the calm water ¢@mdproduced a data set with 21756 data points
which retains about 9 % of the original data reedrdl'his demonstrates the difficulty of estimating
accurate calm water behaviour using full scale.dbte data were then separated into four bins to
remove the influence of ship speed. The four bmssidered were: 16-17, 17-18, 18-19 and 19-20
knots since most data points lie within these spe&adibsequently, the shaft power recorded was
plotted for individual speed bins with respect Wermage draft and trim. Finally, a regression arialys
was performed to fit the data as a linear functibdraft and trim changes. The calm-water power is
compared with predictions usittpltrop and Mennen (1982) and model test results.

Filtering the original data using a smaller wavéghe(<1.5m) will yield fewer data points for calm
water investigations and vice versa when filtersthgi a larger wave height. In the present study two
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additional wave heights, 1.0 m and 2.0 m, are ajgaied to manipulate the data for the calm water
model.

2.3. Added power estimation

The added power in waves at various speed intersalensidered as a difference between the total
shaft power and the calm water power estimatedHercorresponding speed intervals. The data
mining is done in such a way that the total shaftgr at a particular draft and the calm water power
at the same draft are used to calculate the addltipower (given in equation below). The added
power calculated is considered as a function oftbeificant wave height.

P for the same draft conditions

added

=P

Total

P

calm

3. Results and Discussion

3.1 Original dataset

Fig.3 shows the plot of shaft power vs ship spe®tiship speed vs the shaft rpm of the original data
set measured using the continuous data acquisiggnbefore any filtering is applied. It should be
noted that the power is normalised by design gt@fter. From the plots one might be able to notice
the quality of data recorded and the scatter in.dafe expect the ship speed to be roughly linetr wi
the shaft rpom and the plots indicate the same. ilesless, there is considerable spread in the trend
with a wide range of shaft speeds for a particsfa@ed or range of shaft rpm for a constant ship
speed. This can partly be attributed to the tinlaydi the acceleration and deceleration of the shi
with change in shaft rpm. For instance, the captgiold have decreased the fuel throttle resultmg i
lowering of the shaft rpm but the ship speed tak&gile to decrease. The power vs speed relation
does reveal some scatter in the data with soméwvedia high shaft power for lower ship speeds,
however, a cubic relation is clearly visible in ghlet. It is expected that the filtering of thisginal
dataset to remove some of the outliers would predwell-defined relationships between these
operating parameters.
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Fig.3: (a) Power vs Ship speed, (b) Ship speedRM Rlots for the original data

3.2 Calm water power

The power, speed and shaft rpm scatter plots ferdiéta filtered for the calm water model by
applying the constraints described in section 2&2shown in Fig.4. The filtering produces much
better trends and decreases the spread of dédasden from the plots that we can obtain a cubic f
that represents the shaft power against the sleipdspery well. Similarly, the variation is ship spe
against the shaft rpm is also quite linear in Fig.4
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Table I: Percentage difference in calm-water pdwemcrease in draft (9.0-11.0m). Positive value

indicates an increase in shaft power.
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Fig.5: Calm water power vs draft (a) 16-17 knofs1(B-18 knots (c) 18-19 knots (d) 19-20 knots

Fig.5 shows the calm water powering for four speew plotted against the variation in draft. The
data in all speed bins is mainly concentrated atdawthree draft levels. The effective power olddin
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using Holtrop and model tests are divided by preipel efficiency {p) to make a reasonable
comparison with the recorded shaft power. The valugropulsive efficiency is assumed as 0.74 in
this case. It should be noted that in the presewestigations the draft and trim effects are not
decoupled since this would require a much largéa dat for every recorded draft and trim condition.
For the speed bins 17-18, 18-19 and 19-20 knotshh#& power increases with increase in draft. The
calm water power is proportional to the displacetmaised to the power of 2/3 and hence the trends
reflect a reasonable performance (Molland et al12(Error! Reference source not found. shows

the percentage difference in calm water power eséich from 9 m to 11m draft. For the speed
interval 16-17 knots there is a decrease in slmafiep about 10% for a change of draft from 9 mto 11
m. For speed bins other than 16-17 knots the glmafier increases with increase in draft so for the
sake of understanding the power vs speed trendspeed bins (16-17 knots and 18-19 knots) were
considered. The operational data for 16-17 knotsbiggest that there could be favorable operational
drafts which could result in lower shaft power. Fmtance, the shaft power recorded at 9.2 m graft
on an average about 12-13% higher than those red@tidrafts greater than 9.6 m, whereas this is
not the case for the 18-19 knot speed bin. Figdvshthe plot of engine rpm vs draft for two bins
with a linear curve fitting the data. It is appdaréom the trends that there is a slight decreashaft
rpm for the 16-17 knot bin. There could be sevethér operational parameters (wave height, wind
speed and direction, trim etc.) that could be #ficing this behavior, nevertheless even for similar
operational and weather parameters the shaft peveee higher at around 9-9.2 m draft and
decreased with increase in draft.
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Fig.6: Engine RPM vs Draft for ship speed of (a)lIeknots (b) 18-19 knots

Results in Fig.7 show that in general there isreebefor trim by stern at all speeds, apart fro8i10
knots. The first two speed bins exhibits an obvioogrovement in shaft power with the ship trimmed
by the stern by about 4-5%. The benefit is marginathe case of 19-20 knots, at about 0.6 %
decrease with trim by stern. At 18-19 knots, mottetem has little effect on the calm water shaft
power and is approximately a constant (0.4% diffeeebetween even keel and 1.4 m trim by stern).
For the vessels in this study moderate trim bynsw¥ems to be beneficial for the calm water
powering at the operational speeds investigated.

To study the effect of the significant wave heightthe calm water model of power two additional
wave heights (1.0m and 2.0m) were used to calcti@ealm water power with respect to change in
draft for the four speed binError! Reference source not found. shows the number of data points
obtained for the three significant wave height d¢timidls and the power vs draft plots are shown in
Fig.8. Firstly, the behaviour of the calm water gowvith change in draft is similar; however, there
are changes in the slope of the fit for certainespeins. The linear fit is very similar for 17-18ca
19-20 knots speed bins which is not the case ferl#$+17 and 18-19 knots. In the case of 16-17
knots, the MetOcean data largely consisted of waaights lower than 1.0 m, especially at lower
drafts. This is demonstrated in Fig.9 where itasrsthat more data points are retained in the lower
draft interval (9-10m) than the higher.
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For this speed bin the shaft power recorded weglehiat the lower drafts even when the wave
heights were very small. When using a higher wasigtt criteria the effect averages out and the
slope of the linear fit decreases. At 18-19 kngteesl bin the ship at lower draft operates
predominately in the wave height of 1.0-1.4 m asthg a lower wave height filters out these data
points resulting in a steeper slope. This exeriigstrates that it is not always the number ofadat
points that reflects the accuracy of estimationthefcalm water model, but also how well that data
spread in the region of interest. In this caser aféing different wave heights, when the filteredad
has enough quality data points spread evenly witiénregion, there are negligible changes in the
power predictions using a curve fit. Neverthelesshere is a bias in the data due to the filtering
applied which results in a change in trend therrélason for such variations should be investigaded
ascertain the relative accuracy between them. ¥ample, in this case the variation in slope in ¥6-1
knots for 1.0 m wave height is due to the omissibsome data points in the higher draft resultimg i
even fewer recordings. Although, it is appropritdeestimate the calm water resistance for the
smallest wave height possible, it is also importantake the judgement if there are sufficient data
points to generate a fit through the data pointh wiinimum uncertainty.

Table II: Number of data points in four speed orshree wave heights.

Wave Height 16-17 knots 17-18 knots 18-19 knotg 20%nots
1.0m 705 640 927 270
1.5m 1976 1481 1794 555
20m 3157 2723 2914 652

Finally, the effect of calm-water power vs draftr fd6-17 knots speed bin is investigated by
increasing and decreasing the sampling frequenctheforiginal data set to 1 min and 15 min,

259



respectively. The data is up sampled to 1 min feegy by duplicating the original dataset. The

results of investigation shown in Fld) displays that there is minimal effect changing shenpling
frequency and the relative accuracy remain unclehimgthis case.
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Fig.8: Calm-water power vs draft calculated fooastrained data set using 2 wave heights (a) 16-17
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3.3 Added power in waves

The added power for the speed bins are estimatpdrabe equation in section 2.2. The original data
set is filtered using a few constraints before sdiing the calm water power calculated. The
constraints applied were:

» Draft greater than 8.0 m.
* Average shaft speed greater than 0.0, so no astenmg.
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Fig.11: Added power in waves for (a) 16-17 knolsl(b-18 knots (c) 18-19 knots (d) 19-20 knots
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The data is then segregated into the four speeddrnid the added power is calculated by subtracting
the shaft power from the calm water predicted usheglinear fit. It is ensured that the calm water
power used to calculate the additional power istfie same draft conditions. The added power is
only plotted as a function of significant wave Hdigrhe effect of ship heading relative to the wisve
not considered since filtering the data pointsdach speed bin into heading bins (0-45, 45-90, 90-
135 and 135-180 degrees) resulted in few data $olititis results in considerable scatter in the data
for the various speed bins in Fig.11 when compé&ogarevious investigations Bivebb and Hudson
(2015). A linear fit is also shown in the plots and alibh, this may not be the best fit possible, it will
produce an overall trend of the added power dukdaveather effect. Fig.11 displays a clear in&eas
in added power with respect to increase in wavghtelt is also encouraging that the added power in
waves converges to a very small value for zeroifsigmt wave height. The maximum power
increase is seen in the case of 16-17 knots wioet@® m to 4.0 m increase in wave height the added
power increases by about 20%. At the other thremdpntervals the weather effect increases the
shaft power by a maximum of about 5-7%.

4. Conclusions

A method to calculate the calm water and added poweaves is investigated through data recorded
using continuous in-service monitoring. The origidata set is filtered by applying constraints to
obtain a calm water model. The data quantity isiced to approximately 10 % of the original dataset
which can still provide valuable insights into calmater power variations with draft and trim for
various operating speed bins. Three wave heighte weed to model the calm water power for
various speed bins. It was seen that if the fittedlata represents the operating conditions well (vs
draft) then the changes in the calm water powearit modest even when the quantity of data is
reduced. Hence, the quality of data is equallyartgnt as the quantity of data. The required calm
water power showed an increase with increase i, dnecept at one speed bin. Trim by stern seems
to be marginally beneficial (about 5%) in calm wadé lower operating speeds and has little effect
with an increase in speed. The effect of weathethenshaft power had a considerable effect in the
lower speed, however, for the other speeds inwastigthe added power requirements increased by a
maximum of about 7 % due to the effect of waves pbwer variation is only presented with respect
to the wave heights and to investigate effect gf Beadings more data points will be requiredhim t
present approach, the accuracy of calm water muaela significant effect on the added power in
waves. Numerical data and model tests should bsidered to better understand calm water model
using in-service data and make appropriate imprevesto it.
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Modeling of Ship Resistance as a Function of Biofding
Type, Coverage, and Spatial Variation

Abel Vargas, Hua ShanNaval Surface Warfare Center Carderock Division,
West Bethesda/USAbel.vargas@navy.mil

Abstract

A roughness wall model based on the equivalentgganmdroughness approach that accounts for the
log-law solution for turbulent boundary layer oveiofouled surfaces is implemented into a viscous
flow solver called NavyFOAM. The rough wall modehiplemented as a wall function and is used in
conjunction with the ko turbulence model. Two-phase unsteady ReynoldsxgwdrNavier-Stokes
(RANS) calculations were conducted on rough plateged in a channel and validated against
experimental data. The overall frictional resistangredicted for the rough plates towed in a water
channel is within 2% of the experimentally obtaimesults. The current roughness model was then
applied to a typical Navy destroyer covered by hgemous fouling ranging from light slime to heavy
calcareous fouling. These simulations are the fitsips in understanding the relationship between
hull roughness, drag, and ship performance, and lloat relationship changes with size, shape,
distribution, and abundance of biofouling.

This paper is provided for information only and slagot constitute a commitment on behalf of the U.S.
government to provide additional information on giegram and/or sale of the equipment or system.

1. Introduction

Biofouling is a constant problem in the marine istty whereby the buildup of microorganisms,
plants and animals occurs on wet surfaces. Biafgutan range from soft fouling which includes bio-
film slime, algae, and seaweed to hard fouling sagharnacles, tubeworms, and mollusks. Even the
best antifouling paint cannot inhibit the accumigiatof biofouling on a ship. On ship hulls, biofeul
ing can impact the ships performance by increagmdrictional drag causing an increase in shaft
power just to maintain a given spedawsin (2003), Towsin (1981)eer-Andersen and Larsson
(2003),Schultz (2007)Schultz et al. (2011)-his increase in frictional drag adds an additidmaden

to the total ownership of a ship. For exam@ehultz et al. (20119stimates that the overall cost to the
entire Arleigh Burk-class (DDG 51) destroyer fleeuld be $56M a year which accounts for an in-
crease in fuel consumption attributed to an ina@eadrictional drag plus the cost of hull cleanisugd
painting. The majority of the cost is attributediie excess consumption of fuel to overcome thé add
tional increase in frictional drag due to biofoglin

The full-scale predictions on the drag penalty ereddecrease in efficiency performance are based on
laboratory-scale tow tank measurements and Grafs/illGranville (1958), Granville (1987
boundary layer similarity law analysis, as real sed data is difficult to obtain because it would
interrupt the ship’s service evolutions. Also, &sis seldom available for a comprehensive test on
biofouling as they are usually in service. A betipproach in quantifying biofouling that can reduce
the assumptions made in the full-scale predictisngsing Computational Fluid Dynamics (CFD),
where viscous and free-surface effects are takerarcount.

Reynolds-Averaged Navier-Stokes (RANS) methodsjcally used for modeling flow features
around ship hulls, can potentially provide quatitita estimates of the resistance changes due to
roughness. The application of RANS roughness mogetin ship hulls has not been adequately
explored.

Recent numerical studies that incorporate roughimeiteir simulations include those BDemirel et

al. (2014),Khor and Xiao (2001)lzaguirre-Alza et al. (201Q0Xnopp et al (2009),Leer-Andersen
and Larson (2003)These studies, except fanopp et al (2009), focused on understanding the
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roughness caused by antifouling (ATF) coatings wlith aid of commercial CFD software, STAR-
CCM+, Demirel et al (2014),1zaguirre-Alza et al. (20010ANSYS Fluentkhor and Xiao (2001)and
StipFLow Leer-Andersen and Larsson (200@)th each software having a different built-in rbngss
model. Knopp et al (2009) sought to develop a generalized roughnesdel by modifying two-
equationk-w turbulence model which imposes finite wall valteghe turbulent kinetic energy and
specific dissipation rate. This concept stems fthenstrategy presented Byipoix and Spalart (2003)
andDurbin et al. (2000and the model is validated against experimentsgrini and Moffat (1986).

Although there are numerous experimental studiesramghness dating tdNikuradse's (1933)
experiments on uniform, closely-packed sand, nwrakwork on biofouling is limited. The present
paper implements thiew turbulence model with roughness modifications pegal byKnopp et al
(2009) into NavyFOAM,Shan et al. (2011) an integrated Computational Fluid Dynamics package
based on OpenFOAM)\eller et al.(1998)developed at the Naval Surface Warfare CentedeZack
Division funded by the Department of Defense Highférmance Computing Modernization Program
(HPCMP) under the CREATE Ship’s Hydrodynamics Paogr NavyFOAM includes a number of
new features and advanced capabilities such asetimtion schemes, advanced turbulence models,
single-phase and multi-phase flow solvers and cniged post-processing utilities not included in
OpenFOAM. The functionalities of NavyFOAM are sgiecilly tailored to naval applications ranging
from surface shipgGorskiet al. (2014) Kim et al. (2010)to submarineKim et al. (2014)cavitation,
Kim and Brewton (2008Kim and Schroeder (201@&nd propeller flow analysigim et al. (2010)
Both Reynolds-Average Navier-Stokes and Large Eddy Sitimris (LES) capabilities also part of
NavyFOAM’s capabilities.

The roughness model has been validated againstiergues conducted on rough plates in a water
tunnel,Schultz and Flack (2007rlack et al.(2007)and towed in a channebchultz (2004and the
results are found ivargas and Shan (2016]he roughness wall model is based on the equivale
sand grain roughness approach and accounts foretie considerations on the log-layer solution
for fully rough surfaces; as a result, it is nohstained by extremely fine near wall resolution as
required in the Wilcox roughness model. This alés$ the grid resolution issue when modeling high
Reynolds number flows. The rough wall model is iempénted as a wall function and can be used in
conjunction with either the Wilcok-cw model,Wilcox (2006)or the Menter's SSK-« model,Menter

et al. (2003)

The roughness validation simulatiodgargas and Shan (201&hich accounted for roughness in the
fully rough regime showed good agreement with theghness functionstU*) and is within 1.5% of
the experimental results. The overall frictionadiseance predicted for the rough plates towed in a
water channel was within 2% of the experimentabyaimed results. With these promising results, the
aim is to modify the roughness model to take intooant biofouling that lies in the transitional
regime and also have the capability to simulateettiect of antifouling coatings on ship hulls with
low equivalent sandgrain roughneksg values.

2. Governing Equations

The multi-phase solvers in NavyFOAM, as described itaidlén Shan et al. (2011yvere used in the
current investigation. In addition to this referepfurther details regarding the numerical metreais

be found inShan and Kim (20113nd Gorski et al. (2014)Here we provide a brief overview of the
current method. In NavyFOAM, the free-surface soheed by a two-phase, single-fluid Volume-Of-
Fluid (VOF) methodHirt and Nichols (1981) The governing equations consist of the continuity
equation, the momentum equation, the convectiomtéru for volume fraction, and the turbulence
transport equations. The continuity and momentuoatgn are written as:

V-u=0 1)

d(pu)

20+ V- (purr) = —Vp + V- {ter,(Vu + Vul)} + pg + 'V, ()
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u is the velocity vectorp the hydrodynamic pressurgy the volume fractiong the gravitational
acceleration vectof; the surface tension coefficient, andhe interface curvatur@eyr = u + u; the
effective viscosity,uthe dynamic viscosity, ang, the turbulent eddy viscosity. The mixture
properties such as density and dynamic viscosgycamputed as functions @ffrom:

p=apy+ (1 —a)pg, (3)
1= ap, + (1 - a)ug, (4)

where the subscriptsw” and “a” denote water and air, respectively. The phasepomition is
represented by volume-fraction. The volume-fractmabtained by solving its advection equation:

Jda
iy, _ (5)
5t + V- (ua) =0.

3. Turbulence Model

NavyFOAM contains a suite of turbulence modelsifimompressible flows, such as tkev model,
Wilcox (2006) and the SSk-w model,Menter et al. (2003)For the sake of briefness, the equations
for thek-cwmodel are presented as follows:

%4 V- (k) - V- [(@yve + VIVA] = G — ook, ©
Z_‘;’+V.(uw)—v- [(ayve +V)V0] = ;/%G—,Bw2+%Vk-Vu), (7

with k the turbulent kinetic energw the specific dissipation rate of turbulent kinetizergy,G the
production of turbulent kinetic energy, and modatgmetersc,, B, a«, 0 ) and gs are model
parameters.

The wall function approach is widely utilized ingémeering CFD applications. By placing the first
grid point in the log-law region of the boundaryda a relatively coarse mesh can be used for high
Reynold number flows. The log-law a for turbulentibdary layer can be written as:

U*:ilny*+C, (8)
K

y'=yu /v, k= 041,C = 5.1, andU* = u/u,, whereu is thefriction velocity. Assuming

equilibrium between the production and dissipatite of turbulent kinetic energy, the following Wwal
functions can be obtained:

B kl/Z (9)
T Ty,
v KYar2

VI:V( Yar _1} (10)
IN(Ey,.)

y,,, represents the wall-normal distance of the fiedt @nter next to the wall, arfl= 9.8441.

4. Roughness Model

For a turbulent boundary layer over rough surfattes|og-law can be written as:
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u+=1|n(y]+s, (12)
K k

S

ks is the equivalent sandgrain roughness heigtduradse (1933jound experimentally tha® = 8.5

for turbulent pipe flow in the fully rough regimattv sandgrain roughness and this constant was also
confirmed by the experiments bigrani and Moffat (198). For a more general cagmay depend

on ks and the nature of roughnegsopp et al. (2009), Ligrani and Moffat (198@nd the following
curve fit forB is proposed:

B= [c +%In(ks+)](l—sin(nh/ 2)+85sin(7zh/ 2) (12)
with interpolation functiorh for the transitional rough regime

Ll

In(kis /k5)"

=l Kk, (13)
0. K<k

where k! = k,u, /v, ks =ku, /v, andk, =k .u, /v. The value ofkl is the upper limit

S

where the surface is considered hydraulically sim@otd k{,, is lower threshold of the fully rough
regime. Bothk s andk;, will depend on the roughness-geometry charadtesist the surface.

Note that (11) can be written as:

K 0
The variabled, is a hydrodynamic roughness length which represéme effective origin for
turbulence where the turbulent kinetic energy carptoperly implemented at the wall. As stated in
Durbin et al. (2000)d is not a physical length but a way to produceasilgt mean velocity and can
be represented by:

d, = ke ™. (15)

As shown inKnopp et al. (2009)utilizing the roughness log-law (15) and assuméggilibrium
between the production and dissipation of the tieritukinetic energy, the following wall functions
can be obtained:

k1/2
o K (16)
Cp K(yA/2+dO)
_ KYp»
v, =V -1]. 17
t (In[(yA,ﬁdo)/do] J (17)
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5. Numerical Methods

The above roughness wall function has been intedgnato NavyFOAM. The spatial discretization of
the flow equations is based on the cell-centereitefivolume method for unstructured polyhedral
meshes. The Navier-Stokes equations are solvedcithplin a segregated manner, making use of
Pressure-Implicit with Splitting of Operators (PIS§pe methods for velocity-pressure coupling. The
solution gradients at cell centers are evaluatedfplying the Green-Gauss theordrhe linear sys-
tem of equations resultant from the pressure Poiggmation are solved using the preconditioned
conjugate gradient (PCG) method. The linear systeeguations resulting from the momentum equa-
tions is solved using the preconditioned bi-confaggradient (PBiCG) method. The spatial schemes
are of second-order accuracy.

In the two-phase simulations, the modified higlohason interface capturing (MHRICRark (2009)
scheme was used for the discretization of the ddreterm in the volume-fraction equation. MHRIC
offers a sharper interface to capture the freeaserfand is the scheme of choice when an air-water
interface is present. The two-phase simulationsl@ymnan implicit time-advancement scheme with
second-order accuracy for the volume-fraction eqoat

Based on validations byargas and Shan (201&n rough flat plates, it was determined that #e r
sults using the SSK-w turbulence model as opposed to the HRgk-comodel yield a smaller per-
centage difference when compared against the empstal results. Based on this finding, the simula-
tions presented here employ the $&@ turbulence model with the adaptive roughness model

6. Computational Geometries
6.1 Computational Domain: Towed 3-D Flat Plate

The grid and the computational domain for the plateed in the water channel is seen in Fig.1. The
plate is 1.52 m long, 0.76 m wide, and 3.2 mm thigh rounded leading and trailing edges with a
1.6 mm radius. The dimensions of the tow tank asrileed bySchultz (2004@re incorporated in the
model. The bottom boundary which represents ther td the tow tank is 4.9 m from the free-surface,
and the lateral walls are 3.95 m from the cente¢hefplate. A no-slip boundary condition was agplie
to all solid walls.

I‘—?..OL'—PI 10L |4 35L >

Bow wave

Free surface e e Se==
Fig.1: Computational domain for a towed plate Figarface grid at the leading edge of the

vertically towed plate for the fine mesh case

The top boundary is 1.0 body length) @bove the undisturbed free-surface and incorpsratslip
boundary condition. The leading edge of the platgadsitioned 2.0 body lengths from the inlet
boundary and the outlet boundary is 3.5 body lendtbm the trailing edge. A constant inflow
velocity normal to the boundary was imposed onitifet boundary, and the outlet boundary was set
to an outflow boundary, where the velocity gradiealties are set to zero.
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A non-conformal body-fitted full hexahedral unstwred grid was generated using HEXPRESS
which allows for clustering near the free-surfaod around the body thus reducing the overall cell
count when compared to a block-to-block structuneelsh. Several computational meshes were
generated to arrive at a grid with sufficient resioh to resolve the free-surface and the wavéeat t
leading edge as seen in Fig.2. HEXPRESSIso provides smoothing capability to produce high
quality boundary layer grids. A wall function mesith the first wall-adjacent cell 3f ~ 60 grown
with a stretching ratio of 1.10 has twelve layaysrd¢solve the boundary layer. The final grid of 8
million cells includes a thick band near the freef@ace and tight spacing in the vertical directton
capture the subtle changes in the free-surface.

6.2 Flow Conditions: Three-Dimensional Towed Flat Rite

In the towed experiments dbchultz (2004) different antifouling paints, 220-grit, and 6Qtgr
sandpapers were tested at a Reynolds Number badedgih (Re) ranging from 2.8 XL(f to 5.5 x
10°. Among all the rough surfaces tested, the aniiigutoatings have very low values, and thus
the reason for modifying the roughness model ireotd take into account the wide spectrum of
roughness heights. The flat plates were simulaigdawoverage of 60-grit sandpaper, which is & th
fully rough regime and the ablative copper antifogllcoating. Three Reynolds numbers, 2.8,

4.2 x1( and 5.5 x10° based on length were evaluated. The uniform saidgraghness for the 60-
grit sandpaper was calculated from the followingression found ifschultz (2004)

Kc, = 0.75R. (18)
whereR; is the maximum peak to trough height. TRevalue reported in the experiment for the 60-
grit sandpaper was 983+89. For the simulation, the mean valueRpE 983im was used to compute
the sandgrain roughness.

The expression to compute the uniform sandgraighness for ablative copper antifouling coating as
proposed byschultz (2004is:

ks=0.17R,, (19)

whereR; is the centerline roughness height. Raevalue reported in the experiment for the copper
antifouling coating was 13xin. For the simulation, the mean value Rf = 13:m was used to
compute the sandgrain roughness.

6.3 Computational Domain: DTMB 5415

The DTMB 5415 model, Fig.3, was selected for thk fmughness calculations as it represents a US
Navy Surface Combatant. The flow conditions frorsec&.1a were selected from “A Workshop on
Numerical Ship Hydrodynamics” held in Gothenburg2fyi0,Larsson et al. (2014)Experimental
tow tank data was performed at INSEAN ®livieri et al. (2001)for a model with a length between
perpendicularépp = 5.72 m at Reynolds NumbBe= 1.19x10 and Froude Numbe#r = 0.28. The
model was tested at a fixed sinkage and trim &2410°Lpp and-0.108° respectively.

Fig.3: Hull geometry DTMB 5415

The computational domain used in the surface coambatimulations is seen in Fig.4 and does not
contain the tank walls; instead, a large computati@lomain was taken to emulate an unbounded
domain. Only one half of the ship was computed wWithplane of (port-starboard) symmetry with the
top boundary being 1.0 ship lengths above the tumbied free-surface and incorporates a slip
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boundary condition. The other far-field boundarigde and bottom, were placed at 1.5 and 2.0 ship
lengths respectively. The bow of the ship is pos#id 1.75 ship lengths from the inlet boundary and
the outlet boundary is 2.0 ship lengths from tlaamsom edge. A constant inflow velocity normal to
the boundary was imposed on the inlet boundary, thedoutlet boundary was set to an outflow
boundary, where the velocity gradient values at¢oseero.

fe— 175l —»| 1.0Ler  |«——2.0Lee ——»|

a | RN EEESSiEENNSSEEESSEEEREEE

e — T ) N O D

40T _>‘

‘4— 410 —»

Fig.4: a) Computational domain and b) surface gridhe for DTMB 5415

As with the towed flat plate simulations, a nonfoomal body-fitted full hexahedral unstructured
grid was generated using HEXPRESSThe final grid consisted of approximately 30 gpdints
used to resolve the free-surface having a thickmés8.03 Ly, which is more than adequate to
properly capture the bow wave and the elevatiomgés of the free-surface near the hull. Also, a
refinement zone near the hull was incorporated¢ayce a final grid consisting of 3 million celss.
grid refinement study was performed using thred densities ranging from 1.5 million to a finaldyri
used in the simulation of 3 million. As show in Tab the percent difference in the total resistance
coefficient Cr) drops as the grid increases in size, but the rmopbrtant factor in driving the
difference down is the resolution at the free-stgfand the correct placement of the refinementszone
near the hull.

Table I: Grid study comparing the total resistaotBTMB 5415
Grid Size G cro Cg g % Difference

15M 0.004429 0.00423 4.60%
25M 0.004102 3.08%
3.0M 0.004227 0.06%

7. Results

7.1 Three-Dimensional Towed Plate Results

The objective of the 3D simulations was to prethet total resistance of a towed plate by inputting
the experimentally obtained equivalent sandgraughoess values for the 60-grit sandpaper and the

antifouling coating into the RANS roughness modiken that the roughness model is applied to a
wall function mesh, the smooth wall analysis wasied out at a/* ~ 60. Fig.5 shows the iso-surface
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of the free-surface at Re 5.5 x1(P for a smooth plate. A leading edge bow wave ieoled and
there is minimal disturbance of the free-surfacthalateral direction.

Table Il compares the total resistance coeffic@&nefined as the total frictional force normalized by
the dynamic pressure and wetted surface areada@riooth plate. The computational results obtained
using the wall function grid has an average of @%5fifference compared to the experimental results.

Fig.5: Iso-surface of the free-surface at Reé.5 x 16

Table I1: Total resistance for a smooth towed filate withy*" ~ 60
Re. Cr cep Crep % Difference
5.5 x 10 0.0032405 0.0032260 0.45%
4.2 x 16 0.0033801 0.0034180 1.12%
2.8x16 0.0036048 0.0036050 0.01%

These results indicate that a wall function gridufficient to obtain the integrated values of segice
which are in excellent agreement to the experinhgetults. The usage of wall function grids is a
practical method when applying the roughness mumdsiirface ships operating at full scale Reynolds
numbers in the order of 1x40At these high Reynolds numbers, trying to gemesatvall resolved
grid will create a near-wall mesh having extremleigh aspect ratios. In contrast, a wall function
mesh relaxes the first cell off the wall, thus gatiag a smaller mesh, and still being able to joted
the correct values @@r.

The contours of skin frictioy, defined as the wall shear stress normalized &yymamic pressure,
for the plate painted with the copper antifoulirgating at the three Reynolds numbers are shown in
Fig.6. The plate experiences a higher skin frictednthe leading edge and then monotonically
decreases in streamwise direction with an incr@as& as it approaches the rounded trailing edge.
This behavior is also seen in the profile of skintion coefficient at mid-deptlg/L = -0.194, Fig.7.
The slight increase in skin friction at the trajimdge occurs as the flow accelerates around the
convex curvature. From the contour plots, the déxtéérthe highC: downstream of the leading-edge
region is greater at a Re 2.8 x1(F.

Similar to the plates with a copper antifouling tog, the skin friction is the highest at the leagdi
edge of the 60-grit sandpaper plates as seen i8.Riglike the plate with the copper coating, thisre
minimal change irC; near the leading edge for &k evaluated, and the observable change in skin
friction is detected at the free-surface at thenfation of the bow wave. As seen in Fig.8, an ineeea
in Reynolds number causes the skin friction at ldedling edge of the plate to extend further
downstream at the waterline which is attributedh® bow wave. Unlike the results shownvargas
and Shan (2016y)here a drop irC: followed by a recovery was observed for all Reysaldmbers,
the new roughness model eliminates this transitiamly due to the computing of the interpolation
variableh and adjusting thB variable in (12) to fall under the correct rougéseegime.
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Fig.6: Contours of skin friction along a plate wablative cooper antifouling coatireg Re = 2.8 x
1f b.Ra=4.2x1(Pc.Ra =5.5 x10".
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Fig.7: Skin friction distribution along the platethreeRe at mid-depthz/L = -0.194, for the ablative
copper antifouling coating.
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Fig.8: Contours of skin friction along a plate wéb-grit sandpapea. Re = 2.8 x1(f, b. Ra = 4.2 x
1P c.Ra = 5.5 x1(F.

The total resistance coefficients for both smoattl eough plates obtain through the simulations are

plotted against the experimental results in Figi® numerical results are within the uncertainty of
the experimental data, i.e. +2% at the highest &l +5% at the lowest ReThis plot also shows
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that for the 60-grit plate, the total resistanceaesslightly and then reaches a constantvalue of
approximately 0.006 beyond Re 4.0x10. The minimal change in total resistance confirhres gkin
friction distribution contours, all appearing thenge at the Resimulated. The ablative copper coating
plates show a detectable decreas&Ciras Reynolds number increases. The copper coatidg ad
additional drag on a smooth plate and will defigiteave an impact on the resistance of a ship. The
Cr values at the three different Rer the three conditions are summarized in TableTle results
closely match the experimental results with a pgrdédference of no more than 1.41% and 2.76% for
the 60-grit and copper coating respectively. Whemgaring to the smooth plate, the total resistance
increases by about a factor of 2.0 due to the GGgndpaper, whereas a smaller increase is ddtecte
with the copper coating.

0.0080
I~ B Experimental smooth plate
- O Experimental 60-grit
- A Experimental Ablative Copper AF Coating
- @ CFD smooth plate
0.0070 |~ ® CFD Ablative Copper AF Coating
| <« CFD 60-grit
0.0060 |- E © ©°© 8 o o I
< 0.0050 [
0.0040 |- \sn
B ¢ [ A
- 3 i A i“%
0.0030
0.0020 Ly ]
2.0E+06 3.0E+06 4.0E+06 5.0E+06 6.0E+06
Re

L
Fig.9: Total resistance comparison for the towedepl

Table Ill: Comparison of total resistance for towedgh plates at thrdee

60-grit Sandpaper Ablative Copper Antifouling Coating
Re, Cr ex Crcep % Difference G ex Crcep % Difference
5.5 x 16 0.005949 0.0060325  1.39% 0.003401 0.003308 2.76%
4.2 x16 0.005941 0.0060253 1.41% 0.003507 0.003416  2.62%
2.8x16 0.006048 0.0060074  0.67% 0.003701 0.003616  2.32%

7.2 DTMB 5415 Results

Having shown that the wall function roughness mockeh predict resistance within 2% of the
measured data on a flat plate with roughness elsniierthe transitional and fully rough regime, the
next step is to apply the model to a surface coantiahip model. The first step is to simulate DTMB
5415in the hydraulically smooth condition and compangith experimental data. As discussed in the
“Computational Geometry” section, the percentagéemince in total resistance is 0.06%. Having
achieved a minimal difference in drag predictidme hext step is to model the ship with different
levels of homogenous biofouling. Table IV, obtairfeain Schultz (2007)based on a fouled 1.52 m
long flat plate,Schultz (2004)describes the types of fouling and the associaiedlues that were
applied to the numerical model scale ship hull.cAiscluded in Table IV is the ablative copper
antifouling coating with its correspondirkg value obtained from the towed plate experimentmfro
Schultz (2004)
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Table IV: A range of hull conditions with its cogondingks values
Description of Fouling Condition k¢ (um)

Hydraulically smooth surfaces 0
Ablative copper antifouling coating 2
Deteriorated coating or light slime 100
Heavy Slime 300
Small calcareous fouling or weed 1000
Medium calcareous fouling 3000

The skin friction contours of the DTMB 54H5 various fouling conditions are presented in FdgA
transition region near the bow extending to the ehthe bulbous bow or sonar dome of low skin
friction is followed by a region of high skin frion in the ideal smooth hull, as shown by Figa)O(
No sudden change in skin friction occurs on thesimijo. A localized high skin friction zone is
observed in the stern section by the keel. Appl@ngantifouling coating reduces the transition zone
and moves the region of high forward and covers about the first one-fourthhef ship, as shown by
Fig.100). A comparison between Figshp(@and €) indicates that the hull covered with light slime
retains similaiC; distribution, except that the skin friction isgsitly higher, especially at the midship.
Fig.10 @) shows a large increase@due to a homogenous coverage of heavy slime ohutheThe

C: distribution starts to show large differences caregd to those in Fig.18)-(c), where the skin
friction distribution is seen beyond the midship tide point where the ship is covered by hard fayli
represented by Fig.1€§)(and €), the impact the higls region extends all the way to the stern of the
hull with an averag€: on the midship of about 0.006 and 0.007 for thellsamal medium calcareous
fouling respectively. At these fouling conditiorte contour legend in Fig.10 is not appropriate to
distinguish the skin friction distribution alongethull.

Fig.11 compares the two scenarios where hard f@uovers the hull at different upper bounds in
skin friction. As observed in the fouling conditomith a lowks, high levels ofC: are concentrated
near the bow as seen in Fig.d)L(As the fouling transitions from small to mediwalcareous fouling
the impact of skin friction extends further alorng thull. The fouling has minimal impact near the
stern region downstream of the keel and this iedesl for all fouling conditions presented in Fiiy.1
From theC; contours one may infer that small gains are obthinecleaning the stern part of the ship,
and it is better to maintain the bow of the shiglasn as possible.

TheC: contours on the side of the hull have been showriga.10 and 11, and they give an indication
that Cr is changing at the keel with fouling level. Totketexamine the keel region, a view in Fig.12
compares three fouled scenarios. The keel alsoriexges a change in skin friction as the different
homogeneous roughness levels increases. The Idigituregion of skin friction along the keel
begins at the trailing edge of the sonar dome wtierdlow accelerating over the bow flows toward
keel and merges with the flow from the sonar dohf region ofC; widens as it approaches the end
of the keel due to the weak counter-rotating vegithat convect downstream along the bottom of the
hull bringing high momentum fluid to the keel whields in the increase i@:. As the roughness
increases, the width of the longitudinal regiorskiin friction running along the keel increases from
the ideal smooth scenario to the hull covered withcooper antifouling coating. The values of e
distribution along the keel are much higher in¢hkeareous fouling case, Fig.tR2(

The region of the ship that also has a noticeddmge inC: besides that keel is the sonar dome. As
seen in Fig.12, the transition region at the legdidge of the sonar dome, characterized by thé ligh
blue contours, decreases as the level of foulingeases and a band of higl@ibegins to increase at
about mid length of the sonar dome. This increasskin friction is attributed to the acceleration o
flow over the sonar dome. As the fouling increasieste is a larger velocity gradient over the sonar
dome due to the greater impedance of flow neastiiece caused by the roughness elements that are
modeled resulting in an increasedn

The total resistance coefficient and the percentdgmge inCe for all the fouling scenarios are
summarized in Table V. A light slime coating on thél cause a 10.82% increase in total drag, and a
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26.84% increase in resistance occurs when thenfpuitaches the stage of heavy slime coverage
when compared to the hydraulically smooth hull. ©tfee ship is fully covered by hard fouling, the
drag increase is greater than 50%. Table also stasghe increase i@r using the ablative copper
antifouling coating as the reference conditionligtg drop in percentage changeGa is observed in
every fouling condition when compared to using #meooth hull as a reference; nevertheless, the
impact of Ce is significant. The resistance penalty nearly doullesh the heavy slime condition to
the small layer of calcareous fouling. The chamgeesistance as biofouling worsens closely matches
the trends presented Bgchultz (2007yvhere he analyzed the Oliver Hazard Perry clagaté (FFG

7) with the same fouling conditions.

0.0e+00 1.0e-03 2.0e-03 3.0e-03 4.0e-03 5.0e-03
Fig.10: Skin friction contours on DTMB 5415 at vars hull conditionsa. hydraulically smooth hull
b. ablative copper coating light slimed. heavy slimes. small calcareous foulinfy medium
calcareous fouling
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Fig.11: Skin friction contours on DTMB 5415 wigh smallb. medium calcareous fouling
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Fig.12: Skin friction contours on DTMB 5415 vievoin below at various hull conditions.
a. hydraulically smooth hub. ablative cooper coating small calcareous fouling

Table V: Percent change in total resistance ddieuiing conditions measured from the hydraulically
smooth hull and a hull with ablative copper antiiiogl coating
Smooth Hull as Reference AF Coating as Reference

Description of Fouling Condition e % Change G % Change G
Hydraulically smooth surfaces 0.004227 - -
Ablative copper antifouling coating 0.004488 6.17% -
Deteriorated coating and light slime  0.004685 10.82% .38%
Heavy Slime 0.005362 26.84% 19.47%
Small calcareous fouling or weed 0.006634 56.93% 2%.82
Medium calcareous fouling 0.008080 91.14% 80.03%

Unlike experimental tests where only the total stesice is measured and the frictional resistance is
computed using the ITTC-1957 formula, the numeriiatulation allows direct calculation of the
frictional Fy and pressure forcé$. The frictional and pressure resistance coeffisiame:

F,
Crp=—2—
Ep 5xpU%Awer’ (20)
F,
Cry = ——,
Fw 5xpUS Awet (21)

whereU., is the freestream velocity adde: is the wetted surface area.
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The sum of both coefficients equals the total tasise coefficientCy = Cp, + Cr,,. Fig.13 shows
the contribution of the frictional and pressureistsce coefficient for each hull condition. For al
hull conditions evaluated, the viscous force isdbminant drag force that amounts to more than 50%
of the total resistance, whereas the pressure idragnstant making up about 30% of the total
resistance. The ratio @, andCr, remains about the same up to the light slime ¢mmdi, but as the
hull fouling transitions from heavy slime to hamlfing, a linear increase @z, is observed. Fig.14
shows the behavior of each resistance coefficiertheks values corresponding to each fouling
condition starting with the hydraulically smoothllh& constantCe, with an average value of 1.43 x
103 is observed for all hull conditions. Fig.14 alsdicates that botlr andCr, increase at roughly
the same rate with increasikgvalues. Higher values & need to be evaluated to determine whether
Cr converges to a particular value.
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Fig.13: Breakdown of resistance coefficients factehull condition
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To further understand which section of the shipegetes the most drag, the hull was divided into
three sections referred as the bow section, midglnigh the stern section as seen in Fig.15. Thesbord
between the bow section and the midship is locat&fl ,,=0.12 from the forward perpendicular and
the section break between the midship and the station is ak/L,=0.83. The percentage change in
frictional resistance of each section of the hsllplotted in Fig.16. In Fig.16, the ablative copper
antifouling coating is used as the reference loutldmpute the percentage change as this scenatio be
represents a typical Navy ship. Isolating only thetional resistance on the hull as it is the main
contributor to the total resistance, the data shimasthe higher percentage change occurs at tve bo
followed by the midship and then the stern regionfbuling conditions beyond heavy slime. The
bow and midship sections have approximately theegaencent change when the fouling is classified
as light slime. Fig.16 supports the observatiorvigied by theC: contours in that the bow is the
region where frictional drag is most important.

Bow Section Midship Stern Section
§‘_ —
Fig.15: DTMB 5415ull divided into 3 sections
200
- B Light Slime
L B Heavy Stime
L [\ Small Calcareous Fouling
- . Medium Calcareous Fouling
150 -
S
-8 i
)
?ét* 100
"g -
] L
IS5 L
50 -

Bow Section Midship Stern Section

Hull Sections
Fig.16: Percent change in frictional resistanaiage different hull sections

8. Conclusions

The current roughness model implemented in NavyFOAMDble to capture the necessary physics
that occurs on a rough plate for a rang&sofalues. When the wall function roughness model was
applied to towed plates, the overall frictionaliseence predicted by the roughness model is within
2% of the experimental results. The modificatiomshie roughness model eliminated the unphysical
transition region near the leading edge of theepdat seen in the previous version of our wall fionct
roughness model. The main improvement to the roegghmodel was the constdhin the log-law
that now depends on the nature of roughness aridsvdepending on the value kf along the
surface.

The simulations of different homogenous biofouloanditions on a hull provided useful insight into

the resistance generated by each scenario. Ficsia@ntration of high skin friction originatestiae
bow and intensifies with roughness. Second, thé¢ &kethe hull shows high levels of skin friction
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which increases with increasing roughness. Thhid,Miscous force is the dominant drag force and
amounts to more than 50% of the total resistanbereas 30% of the total resistance originates from
the pressure drag. A constad¢, with an average value of 1.43 x-31@vas observed for all hull
conditions wherea€k, kept increasing with increasikg Higher values oks need to be evaluated to
determine whetheCr converges to a particular value. Fourth, the ddiawed that fouling had
minimal impact at the stern region downstream ef kkel. Lastly, the data showed that the higher
percentage change in frictional resistance occuatdtie bow followed by the midship and then the
stern region for fouling conditions beyond heaviynel From the above observations, one can infer
that maintaining the first one-fourth of the huldathe keel free from biofouling can lead to
significant gains in reducing the total resistaone ship.

These simulations have provided some insight ineoresistance due to biofouling and are the first
steps in quantifying their relationship with shigrfprmance. The next step is to have certain drts
the hull free from biofouling, such as the bow gettand see how the resistance changes. This could
emulate a hull cleaning procedure where cleaniroglg done at strategic locations along the huat th
may result in a lower drag. This type of evidenod data driven hull clean could be an efficient
method of keeping a ship relatively clean withousignificant drag penalty. Also, simulations of
heterogeneous roughness applied at certain losatitomg the hull similar to what is observed on
ships that are in service can further elucidate¢haionship of drag and biofouling. Finally, fsitale

ship simulation with the same fouling conditiongdisn this paper will be conducted to determine the
change in resistance and how it relates back teehsmdle.
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Hull and Propeller Performance ... On an Absolute Sda?
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Abstract

Knowing and managing the absolute level of thd fm&ormance of a vessel is one of the centrdddas
and interests of the technical manager of a vesséhis reflects directly in the fuel bill of thessel.

Hull and propeller performance is one of the congun of vessel performance and thus the absolute
level of hull and propeller performance is of irgst. It is regularly topic of discussions when the
questions of hull and propeller coating choice,llamd propeller surface maintenance alternatives or
comparison of sister vessels are in focus. Howdhere are numerous challenges and pitfalls when
discussing the absolute level of hull and propgierformance. The present contribution looks ihi t
factors that influence hull and propeller perforncanindicators and questions if it is possible to
measure hull and propeller performance on an aliscbgale.

1. Introduction

Ship owners, yards, equipment suppliers, reguldtodies, academics ... — all parties in the shipping
ecosystem have an interest in knowing and manatiagmpact of the different components that
together make up the total performance of a ve$$is. is also true for the impact of the underwater
hull and propeller. Common challenges in this am@ahow to judge if and how much the underwater
hull and propeller deteriorate over a docking priwhen to initiate maintenance and what the effect
of the maintenance has been. All these challenddeess_relative performance; they all focus on
changes of a vessel over time and can be answgreahiparing a vessel with itself over time. Such a
relative comparison reduces the complexity of thedlenge considerably as not all factors influegcin
ship performance have to be resolved.

Other challenges, however, address_the absoluterpemnce. One example in this respect is the hull
and propeller performance of a vessel that leadweséw building yard. How can one judge on the hull
and propeller performance level of this newbuild2utan the impact of all work and efforts spent to
optimize the surface condition of the underwatdt dwd propeller in a newbuild yard be quantified?

Or, how should different vessels that leave a drgkcbe compared in terms of their hull and propelle

performance, e.g. in order to establish quantified transferable best practice?

The recently published 1ISO 19030 standard on Hudl Rropeller performance measuremé80
(2019, explicitly focusses on relative performance. Title “Measurement of Changes in Hull and
Propeller Performance” is clear on that and thevihiction and the scope statements make it explicit
“The aim of this document is to prescribe practioathods for measuring changes in ship specific hul
and propeller performance ... “and “... the objects/éo compare the hull and propeller performance
of the same ship to itself over timéSO (2016.

Given that the ISO19030 standard in its currensieer does not give the answer if one is to state
something on the absolute hull and propeller peréorce and that at the same time there is a need and
therefore attempts to make such statements onwbgmrformance, this contribution shall shed light
on what it takes to measure hull and propellergrerénce in service in absolute terms and if such an
absolute scale is possible at all.

2. Total vessel performance
What one generally associates with vessel perfocmas closely related to the concept of energy

efficiency. For engineers, efficiency equates wrttio of energy put into a system and the useduk
done by the system. For a vessel, the energy fmuthia vessel is equal to the energy content ofiuible
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to be burned and the work done is the movemeriteoféssel (and its cargo) over a distance and time.
The absolute energy efficiency, or absolute vegsdbrmance, can be quantified relatively easidy, a
fuel mass and calorific value, vessel mass anddspee be evaluated. This total efficiency is cetyai
what a vessel operator is really interested int determines his cost competitiveness on the ntarke
place.

The total efficiency of a vessel measured in thay @epends on the performance of the physical esse
as such in different environmental conditions (ftage performance”), the environmental conditions

that the vessel encounters and the way the opeusis the vessel under the given conditions
(“operational performance”). Engine performance uall and propeller performance are examples of

contributing elements that fall mainly under thadtieg of tonnage performance. But it is to be noted

that the usage of the tonnage impacts its perfocmaneaning that there is a link between operdtiona
and tonnage performance. E.g. the quality of thggnenmaintenance or the level of activity have an

impact on the performance of the engine or thedndl propeller.

If one leaves the influence of the vessel operationthe performance of the tonnage out of the
discussion, the question to answer is “How can aod propeller performance be isolated from the
other components of tonnage performance and ipdssible in an absolute manner?”

3. Hull and propeller performance — general refleabns

As a starting point one could use the common dafimiof Hull and Propeller Efficiency,, as the
ratio between the effective propulsive poweiand the power delivered to the propelfgrunder given
environmental, operational and loading conditideg.(1).

PE RT"U

Nup =35 = (Eq.1)

Pp Pp
The effective power can be expressed as the prodweissel resistandg and its speed.

Given that the total resistance of a vessel iniseng not directly measurable (at least not todtng
ratio of vessel speed and power delivered appears @ensible measurement for judging on
performance, Eq.(2).

fup _ 2 (Eq.2)

Rt Pp

However, such a definition, while relatively easiheasurable as the ratio of shaft power and vessel
speed, does not really help for judging on hull prapeller performance as all effects that imphet t
total resistance are blended together. What ondsnedo is to split the total resistance into its
components. But this demands for a method for demagamely a vessel model that predicts how the
environmental factors, the operational and loadmaglitions, etc. impact the resistance. Such a mode
would then be used to “eliminate” the correspondiagistance components. This would lead to a
modified hull and propeller efficiencyyp .4 and the remaining resistanBgem Which — again —
would not be measurable directly. The ratio of eespeed and the corrected powelor could be
used.

_ Rremv __ RremV
UHP,mod - Pr—P - P (Eq.3)
D~ Fcorr D,corr

MNHP,mod — v (Eq 4)

RRem PD,corr

The first factor that is of importance for an alselhull and propeller performance scale is theesfo
the accuracy of the vessel model. As the aim iakmolute scale, both the relative importance of the
different effects and the absolute levels haveetptiedicted correctly by the model.
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A second factor of importance is the accuracy efrtfeasurements that are input to the vessel model,
as e.g. the wind speed, the wave height or the pbader. As the aim is an absolute scale, measureme
bias is not acceptable.

A third factor that needs consideration is the uaitgss of vessels. Given that even sister vesffels d
in their exact shape, the vessel model has to leetatadapt to e.g. structural differences, andehe
have to be measured.

If one assumes that one has a model that pretiisipact of environmental, loading and operational
conditions 100% correctly, that the model is fittedhe specific vessel and that one measurespiue i
parameters of the model and speed and power 100%ctip, will one then have access to an absolute
scale for hull and propeller performance? Yes,waeld, but one has to be clear on what this means.
One would measure the absolute hull and propeff@miency, meaning that one would measure the
combined effect of the quality of the hull lines@w good the hull design is”), the quality of theface
preparation and how effective the propeller is.tSap indicator would not help to judge e.g. on the
quality of the surface preparation work in a newdbyard for an isolated vessel.

If one aims to split the effect of the hull shapel she hull surface, one has to step into thetteyriof

the “non-measurable”. While the other mentionedsteaace components are in principle measurable
for a vessel in service, there is no way to meashdrictional resistance separated from the piress
resistance for a vessel in service. Theoretical etfodould need to be used, e.g. based on CFD
simulations, to estimate the pressure resistantécarorrect the remaining resistance (Equatidior3)
that effect. But even this would not lead to a usabsolute scale for judging the hull surface dyal

as the importance of frictional resistance depemdhe hull shape.

It seems as if there is no obvious way to measuteamd propeller performance in service in an
absolute way and in a way that allows to distinguistween surface effects and shape effects of the
hull. (For machine-learning approaches and alike dhtablishment of an absolute scale for e.g. a
newbuild ves-sel would not be straightforward reittas they would need variations in parameters to
identify them and the frictional resistance of avhsild vessel does not vary.)

4. Hull and propeller performance — pragmatic reflections

The obvious alternative is a relative performameiek that compares the actual status to the idibal.
basic idea is to compare the measured power (edsperesistance) with an expected power (or speed
or resistance) for the measured environmental,abjp@al and loading conditions and ideal hull and
propeller conditions. Such an approach is often uséh variations in the details. One could memtio
as examples the “power index” as used by DNV Gtih&ir ECOInsight or also the basic building block
of the 1ISO19030 approach, namely the “speed lds®sa It is noted here that the ISO19030 does not
make use of the speed loss values as such forrpenfice indication, but of differences between
averages over speed loss values.

If one has to rely on relative performance inditesudge on the quality of surface treatment of a
newbuild vessel or to establish best practicerimseof drydocking by comparing the absolute values
of these performance indices after out-dockingitééint vessels, what does one have to be aw&re of
One has to be aware of the uncertainties thairdeed to the values of the performance indicators.
The most important factors are

» the uncertainty of the vessel model that is usembtoect for environmental factors, for load-
ing conditions and to deal with the variationspead and power

» the measurement uncertainty of the parameterstasaimpute the performance indicator

» the way in which the uniqueness of vessels is cagtun the vessel model

» the variations in factors that are not coveredhianessel model
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4.1. The uncertainty of the vessel model

Commonly used calm-water vessel models rely ospleed trial predictions from model tests, on speed
trial results or on CFD simulations. The 1ISO1908(hts to these types of models to resolve the speed
power relation and to allow for variations in loagliconditions. Based on the speed value, which the
model predicts for a measured power and loadingliton, and the measured speed a “speed loss
value” is computed.

If the model is off by 5%, then the absolute vatiighe “speed loss” is off. Model bias results in
performance value bias. Such a constant biasgsoliea problem if one compares the changes in the
performance values of a ship over time, as is doif®019030. If one, however, relies on the absolut
value of “speed loss” it is clear that the levebafs of the model is crucial. Fig.1 illustrates thodel
bias effect.

—— Real speed-power curve
- Model bias

Real speed/power point Draft} Constants

Trim
Measured speed/power 1
point

o ® |

Measurement
uncertainty

Shaft power [kW]

Model
uncertainty
(calm water)

Speed through water [knots]

Fig.1: lllustration of the calm water vessel modatertainty (at constant draft and trim) and the
uncertainty of speed and power measurement.

The speed trial predictions by towing tank testing known to differ between test institutes, even i
the same physical model of the vessel is towed.Iftegnational Towing Tank Conference reported
of a comparative test of 12 towing tank institutdgere the variability of total resistance measuozd
the same physical vessel model is +2% around tlenvehen one outlier of +8% is neglectedl C
(2014. The repeatability for tests at single test tng#is is reported to be in the range of 1-1.5% on
average (in terms of standard deviation of the menile for some institutes repeated test couly va
up to 3.6% among each other (measured as stanefaatidn of the mean).

These uncertainty estimates are for the resistaeasurements on model scale. The methods to predict

the speed-power relation for full scale at speiatidonditions will increase the uncertainty of thessel
models.

Simulations of the power-speed relation at differleading conditions using computational fluid
dynamics are very powerful to build dense refereniowes for use in the computation of hull and
propeller performance indices, as e.g. “speedvalss”. It has been shown that the resolutiorhef t
impact of draft and trim on the speed-power refaifonot trivial due to non-linearity effects arht
dense CFD matrices are a good way to get contel the relative trends in the speed-power-draft-
trim relation,Krapp and Bertram (2016), Krapp and Schmode (20&d)wvever, the absolute level of
the predicted speed-power values from CFD simuiatend the uncertainty of the predicted values is
still an issue when such an approach is ugerC (2014 )reports also on the uncertainty level of CFD
simulations for speed-power predictions and pomisthat the difference in resistance coefficients
between simulation and experimental model test steatandard deviation of the mean of 2.1%. In a
recent workshop on the capabilities of CFD simalafior ship scale predictions compared to speed
trials, 17 CFD approaches from different worksheayptipipants were applied using a 3D laser scan
taken during a dry-docking prior to the speed drem the basis geometry for both hull and propeller
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Ponkratov (2017)The variation of the predicted total hull resistarvaried between 11% and 16%
depending on the vessel speed. Fig.2 illustratesréisults for the self-propulsion prediction in
comparison with the 1ISO15016 processed speedesalts.

3000 ¥
Measured and qFD predicted Speed/Power curve
1SO15016 power
2500
B Case3.1(71l.6rpm)
A Case3.2(91.1rpm)
2000 ——

@ Case 3.3(106.4rpm)

Mean CFD power

— — Standard deviation

Power, kW
[y
(%2}
(o]
(=]
!

1000 > ,/’,’
Y
500 =
0
8 9 10 11 12 13 14

Speed, kn
Fig.2: Measured and CFD predicted speed/power suoreull scalePonkratov (2017)

The uncertainty of the speed-power curves obtafnech speed trials is influenced by both the
uncertainty of the correction methods defined mmgpeed trial analysis procedures, as e.g. ISO15016
and the measurement uncertainty of the factoremeect for, as e.g. wave height and direction. linse
performed a detailed analysis of the uncertaintypafed trialsinsel (2008)and concluded with a bias
limit of 3-5% and a precision limit of 7-9%. Thdeeant standard, ISO15016, was revised in 2015 and
the uncertainty estimates have probably changed nsel’'s study.

The vessel model that is at the base of any (velatierformance measurement approach has not only
to deal with the variation in speed, power, drafi &im, for which above mentioned three sources ca
help — even if uncertain. The model also has tbd#h variations in wind speed and direction, wave
height and direction, sea water depth differerses water temperature and salinity variations, gésan

in loading conditions, currents and more. If thisran explicit correction for the factor in questi@an
uncertainty is linked to that correction which imrrt leads to uncertainty in the Hull and Propeller
Performance indicator values (e.g. single speesl Wadues). If the factor is not corrected for the
uncertainty of the single performance value is éased. The ISO19030 method contains e.g.
corrections for wind forces, whereas wave heightkdirection are not corrected for. This is dutht®
difficulty to obtain reliable wave height and diten measurements on board for a vessel in service
and due to the difficulty to obtain reliable resperiunctions for specific vessels. The wind coroect
scheme used in ISO19030 relies as source for wsidtance coefficients on either explicit wind tehn
tests or tabulated coefficients from standard yesas®is also the case for ISO15016, the spedd tria
standard. As most ships do not undergo wind tutes¢$ as part of the model test setup, the talllate
coefficients will be mostly used. The challengehvitiis approach is that the most appropriate type o
the tabulated standard ships has to be chosergwvitfear guidance on how to do that. For container
ships the challenge is even more pronounced adistrébution of containers on board the vessel will
have a significant impact on the wind load, whiile standard models for wind correction considey onl
either empty or fully laden conditions. The unciettaof the wind correction is thus significant.cbu
uncertainty is of less importance if one is intéxdsn trends over time, but it will be very impemt if

one is interested in the absolute level of Hull &ndpeller performance values. Fig.3 illustrates th
uncertainty of environmental effect corrections.
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Fig.3: lllustration of the uncertainty of correat®for environmental factors that are part of thesel
model; only wind and wave corrections are giveresasmples. These uncertainties in turn
result in uncertainty in Hull and Propeller Perfamoe indications, as the reminder of the sea
margin after all corrections have been made is contyrassociated with Hull and Propeller
Performance.

4.2. Measurement uncertainty

Correct measurement of a vessel operational paeasnist crucial not only for establishing a correct
model which fits a specific vessel but also for pomation of hull and propeller performance indicato
— speed deviation values.

Uncertainties in such measurements as wave heightdaection might influence the precision of
corrections made in speed trial analysis. On tapisf the model will suffer from uncertainties dom
from measurement of speed through water, shaft pang draft. The measurement uncertainty has
not only influence when building the vessel moaeg)( during speed trials), but it is central far th-
service performance indicator computations. Thes@enthat are installed on-board the vessel to
measure speed, power, draft, trim, wind, etc.alehto be well calibrated at all time in order xclade
measurement bias which leads to bias in the pediocenindicator values. But even if the sensors are
well calibrated, any measurement has an uncertanfiich leads to uncertainty in the single
performance indicator value. Unfortunately, it && always the case that ship operators perfornosens
calibrations frequently enough and/or properly.o®dd example in this sense is shown in Fig.4.
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Fig.4: Time series of the difference between speed ground and speed through water
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Fig.4 shows that in the period April — July 2018 difference between speed over ground and speed
through water was significantly lower than in thexipd after July 2013. Within each of these periods
some small variations can be observed, these beigglar variations in currents that could be
correlated with the trade of the vessel. A recatibn of the speed log was the reason for the sudde
change.

When using measured speed through water for compspeed deviation values (as per 1ISO19030),
the time series in Fig.5 is obtained. Clearly, f#fset in the speed measurement leads to a significa
offset in the single Hull and Propeller Performama#cator values. An offset of the speed sensor of
about 3 knots led to an offset in speed loss afiraddl5-20%. This is of course an extreme example
and most measurement sensors do not suffer fromldgoffsets. But it illustrates that sensor dffse
are obviously not easily discovered during normgérations. Smaller offsets will be even more
difficult to discover. Furthermore, offsets of tepeed log are more easily identified as other senso
offsets, as speed through water and speed ovendjigme always measured and can be used to check
for speed log offsets.
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Fig.5: Time series of daily averaged speed dewviatio

For illustrating how big the influence of a sensfiset on the computed hull and propeller perforoean
can be, a 0.1 knots offset in speed and 0.5% offs#taft power has simulated for a 10000 TEU Jesse
Results are presented in Fig.6.
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Fig.6: lllustration of sensor offset in speed gmiver (0.1 knot offset in speed; %5offset in
power) for a 10000 TEU vessel.
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The offsets in speed and power lead to a signifiddference in the absolute value of the singleesh
deviation values. If one assumes that sensorsapefy calibrated, then the “correct” speed deorat
value calculated from the provided model is foumdhé 9.9%. This means that compared to the ideal
situation (vessel model), at a certain point iretiperformance is lower by 9.9%.

If there were an offset of 0.1 knots in speed messant, the computed speed deviation would be
10.4%, while an offset in shaft power measureméfts% would lead to a speed deviation of 11.9%.
This illustrates that even such small offsets ledulases in speed deviation values of 0.5p.p &bl d

When looking at changes in performance of a givessel over time, a sensor offset would not make
any difference since a constant bias is not a probThe latter will, however, induce errors in gsi

if one attempts to measure hull and propeller solbe scale. If one wants to compare the absolute
level of Hull and Propeller Performance indices bgween sister vessels, one has to be very tarefu
not the least due to the impact of even small gerfésets.

4 3. Differences between sister vessels

Differences between sister vessels, even if buittesame yard with the same equipment and the sam
solutions for e.g. hull coatings and in the sanmgopecan be significant already at the newbui&hst
Such differences can have their origin in diffeeen e.g. hull shape (small differences in hull
dimensions, welding, alignment of bilge keel artieotappendages, ...), propeller, alignments of shaft
or rudder, etc. Quantification of the differencesot straightforward as the procedures for meaguri
the tonnage performance at vessel delivery, nathelgpeed trial routines, are not free of uncetitsn

in themselves. An example of the differences betmsister vessels at newbuild is given in Fig.7. It
shows the model test prediction and the speedsailts for seven sister vessels (containershifs).
speed trials are all corrected to standard comditiaccording to the same procedures. The ships
generally required slightly higher power than pegetil from model tests. Sister vessels showed a
variation in power of up to 5% (respectively a atiin in speed of up to 0.5 kn) in sea trial
measurements.
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Fig.7: Model test prediction and actual sea tifiafs/ sister vessels (containerships)
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These initial differences will only increase oviee tifetime of the vessels. Vessels will be expased
impacts leading to individual deformations of harid eventually propeller, vessel usage will diéfied

the wear and tear on propeller surface and huthsemwill be different, vessel maintenance will het
identical, measurement equipment will not behaacty the same on all vessels and also impact the
measurability of differences.

Another example of comparative performance levélsvo sister vessels is given in Fig.8. The two
sister vessels are 388000 DWT bulk carriers whierevbuilt by the same yard, have the same age, are
in the same trade and entered dry-dock in the gmmed. One year with data is available prior tg-dr
docking and about half a year with data after thyedbcking. Before the dry-docking the two vessels
had different coating systems applied on their nmdter hull. During the dry-docking the vessels
underwent the same pre-treatment with full rem@¥ahe old coating system and the identical paint
system has been applied in both cases. Very simikiage hull roughness values have been measured
for both vessels after coating application. Botbseds continued in the same trade after the dricidgc

and have similar operational patterns. For the gpleiation computations, the same set of speed-
power reference curves was used. Fig.8 shows fiieatday-docking, the performance of the two sister
vessels differs quite a bit. The difference betwienaveraged speed deviation of vessel 1 and 2 is
about 2.5p.p.

Averaged speed deviation vessel 1(prior to DD)
Averaged speed deviation vessel 1(after DD)
Averaged speed deviation vessel 2(prior to DD) m

== == Averaged speed deviation vessel 2(after DD)

o
T

]
(6}
T

4
o
|

4
(&)
|

%)
o
T

average speed deviation [%]

)
o
T

)
o

Fig.8: Averaged speed deviation prior to dry-dockingém) and after dry-docking (red) for twiste
vessels.

Why is there a difference in the absolute leveholl and propeller performance in these two cases
after dry-docking if all obvious factors are ideal? Is it correct to say that vessel two perfowosse
after the dry-docking? As discussed before, thexarany factors that influence the absolute vafue o
the Hull and Propeller Performance indicator okasel. It is not clear whether the two vesseldyreal
have exactly the same hulls (differences from nélBuchanges during the lifetime?) and there are
no guarantees that the given vessel model (speedrpeference curves) fits perfectly both vessels
and that it resolves correctly the slightly differenvironmental conditions that the vessels entasun

It is improbable that the sensors installed on-hagach of the vessels are perfectly calibrated. The
impact of these factors is considerable when lapkiah the absolute performance indication, but
considerably lower when only looking at changeparformance of a vessel over time.

5. Summary and conclusion
Quantification of vessel performance (tonnage parémce) is of big interest to the marine indudtry.

helps different parties to take right decisions amteduce operational costs (reduce the fuel &ill)
to save the environment (reduce emissions). Orecaspa ship performance is related to the hudl an
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propeller efficiency. The commonly accepted appndac evaluating hull and propeller performance
is based on capturing changes in “speed loss’vefael over time — this is the performance indicato
discussed in 1ISO19030. Using this standard, onesunesa hull and propeller performance of a vessel
in a relative way. This paper addresses the questi@ther it is possible to evaluate hull and pliepe
performance on an absolute scale. Such an evatluati@bsolute scale would be of interest to judge
e.g. on the quality of the surface treatment arltidoating of a newly built vessel or to compare th
performance of sister vessels.

If one wants to measure the combined effect of thedlign, propeller design and surface preparation,
then, in theory, it is possible to do it on abselstale. However, such an absolute indicator wonilg

be reliable if a model for predicting reliably timpact of environmental and loading conditions loa t
speed-power relation were available, if the modelpérfectly the specific vessel and if all the
measurements were 100% correct. If, however, onddiie to judge e.g. on the quality of the sugac
treatment and hull coating of a newly built vessieto compare the performance of hull coatings of
two sister vessels, then frictional resistance wduhve to be measured separately from pressure
resistance. Unfortunately, pressure and frictisaaistance cannot be measured separately and thus i
is not possible to judge e.g. on the surface treatnguality in an absolute way. As a pragmatic
alternative, one compares the actual speed-povatiorewith an ideal speed-power relation. But this
implies quite some uncertainties.

Several factors that influence the level of thaugalof hull and propeller performance indicatorg, e
the absolute level of speed loss, are discussedngithese are accuracy of the vessel model, agcurac
of the measurements of various parameters whiclinpté to vessel model and the individuality of
vessel hulls.

Commonly used vessel models rely on the speegtedlictions from model tests, on speed trial tasul
or on CFD simulations. All these types of modeks susceptible to prediction or measurement errors.
The variability of speed trial predictions by togitank testing could reach 2% with mean repeatgbili
of the test of 1-1.5%. Models based on speed t@lg been found to also suffer some uncertainties
3-5%, while their precision limit varies betwee®%. CFD simulations appear to be very powerful as
vessel models when computing hull and propellefoperance indices, as it is possible to resolve the
speed-power-draft-trim relation in high detail. Metheless, CFD simulations also have a certairl leve
of uncertainty and the uncertainty to predict thedcale speed-power curves on the absolute beale
been evaluated to be above 10%.

Quantification of absolute hull and propeller penfance is also challenging considering the
uncertainties in measuring the different parametetisere is an offset in ship speed measurenfient,
instance, then this offset will reflect in the camgd speed deviation point. In an example casmadl s
offset in speed measurement by 0.1 knot or in pongasurement by 0.5%, led to a computed speed
deviation that was 0.5p.p or 1.0p.p higher, respelgt than if there were no offset.

Differences in individual vessel hulls play an imgamt role especially when comparing sister vessels
In speed trials after newbuild for 7 sister vessi@ferences in power of 5% have been seen. This ca
give an indication of such differences in the Istiilicture between sister vessels.

As an example for the challenges when comparingltiselute performance level of sister vessels, two
sister vessels after dry-docking under identicaldittons and with identical results of the hull fawe
guality and coating were compared. The performamtieators of the two vessels differ by 2.5p.p. in
terms of speed loss. What the reason for thisrdiffee is, is unclear. But it illustrates that tiflcture
differences, sensor offsets or inaccuracies irvéssel model lead to uncertainties, and that oadda
be very carefully when analyzing differences indhsolute hull and propeller performance indicators

In conclusion, it appears that there is no reliaidg to measure the hull and propeller performammce

an absolute scale. One should be very carefullynwbenparing the level of speed loss values or amil
performance indicators of different vessels giieriumerous unquantifiable uncertainties.
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On the other side, there is a real need for compatie absolute hull and propeller performance of
vessels or for judging on the quality of surfaceparation work in a newbuild. Methods should thus
be developed to cover that need by reducing todaysrtainties.
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Drag Performance Testing in Selection of Fuel Saving Hull Coatings

Job Klijnstra, Mark Bakker, Endures, Den Helder/The Netherlantish.Klijnstra@Endures.nl

Abstract

This paper describes some new test methods that, in addition to existing methodology, may help ship
builders, operators and owners in selection of best performing fouling control coatings for different
types of ships. Key element in the new methodology is measurement of friction drag properties of hull
coatings that have been exposed to different types of static or dynamic ageing regimes and
combinations thereof. The results of these tests are particularly useful for stakeholders that want to
get relevant and independent test data for comparison of products from various suppliers.

1. Introduction

To safe fuel ships are provided with an antifoulo@ating that controls attachment and growth of
marine fouling on a ship hull. This way increaseéhull roughness can be diminished and lower hull
roughness immediately results in lower fuel constimnpand cost savings.

Selection of suitable products for different typéships by ship builders or ship operators nowaday
is merely based on information from suppliers oodpict characteristics and performance and on past
practical experience. Information from suppliersyniige (strongly) biased and moreover, different
suppliers do not always give same type of prodectopmance data, making it difficult to compare
products from different suppliers in reliable wagilding decisions for product selection only upon
past experience with coatings on operational simeans that more advanced products with possibly
advantageous properties are not likely to be censdd

A widely used test method for product performargea istatic raft test, in current terminology of
ECHA (2014) called a simulated field test in coastal marineéewavith sufficient fouling pressure. In
such tests, different products from different sigrglcan be tested under exactly the same conslition
Next to the test facilities owned and used by Hrgd coating manufacturers, there are worldwide
several independent laboratories that can do tkiesls of tests. Static raft tests are a worst-tase
condition for ship hull coatings that, althoughabéar value in comparing products, do not provide
accurate information on product performance uneeaklife conditions on a sailing ship.

Monitoring the performance of hull coatings on #dirsg ship is not an easy task. Very much effort is
being put last couple of years in development ok# ISO 19030 standard for such purpddas
paper will not go into any detail of this ISO stam#l other presenters at this meeting can do that
much better. The important thing we want to conegeaton in this paper is the step before the
measures of ISO 19030 can be put in place: Hovwelecsa proper hull coating for a specific type of
ship with special emphasis on friction drag prapsrtSome new methodology will be discussed that
can measure friction drag properties of hull caggiin relation to simulated operational patterns of
ships. With such methodology dedicated informatiarkey performance of various hull coatings can
be obtained independent from paint suppliers. Aaiodi advantage is that both self-polishing
coatings (SPC’s) and fouling release coatings (BRCan be compared in similar way on key
performance: reduction of drag penalties causemdnyne fouling.

2. Test Methods

Three different test protocols that will help taachcterize friction drag properties of hull coasing
relation to fouling development in static and/ondgnic ageing regimes are described in this paper.
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2.1 Friction Drag Properties of Hull Coatingswith Fouling

For the measurement of friction drag propertiebudf coatings with and without fouling a dedicated
test set up was built at our laboratory some yagos This test set up (the FDM) was rebuilt from an
old US Navy test set up thiitolm et al. (2004) used for similar experiments. The basiogiple of
this set up is to measure the torque of rotatirgkdiat various speeds in a container filled with
seawater. Differential measurements on the samedaatisk with and without marine fouling will
reveal the difference in torque between both camtit so will give the added drag or drag penalty
that can be ascribed to a particular fouling cooditin the paper oHolm et al. (2004) results are
shown on specific slime fouling conditions givindded friction drag between 9 and 29 %.

The FDM at Endures, Fig.1, consists of a variapked motor that drives a shaft onto which disks are
mounted. A torque sensor (Datum Electronics M42@aBoTorque Transducer) installed on the shaft
measures the torque produced when the disk ro@teded disks (23 cm diameter) mounted on the
shaft are immersed in a cylindrical Perspex coetaf@2 cm height and 30 cm diameter) completely
filled with filtered natural seawater. Distance ween disk and bottom of the container is 10 cm.
Torque on the motor shaft is recorded as the diskspun at increasing angular velocities from 500
rpm to 1500 rpm (in increments of 200 rpm) wherehespeed step is maintained for 2 minutes. The
torque values measured during the last 60 s of gaebd step are used in data analysis. The tetal te
time of 6 x 2 minutes is called one experimental Depending on the type of test 2 or 3 consecutive
runs were carried out in order to discriminate leetw drag effects of initial fouling and of so-cdlle
remaining fouling, i.e. the fouling that remainggent on the coating surface when the disk has gone
through the first experimental run. More details the rotation protocol are described below and
illustrated in Fig.4. Coated disks are first meaduin clean, newly applied condition. After thigth
disks will be exposed for some time to marine foglat the raft in the harbour of Den Helder, Fig.2.
When retrieved from the raft the disks with fouliage measured again in the FDM and the added
drag of the fouling condition is determined.

Fig.2: Raft exposure facility in Den Helder port Fig.3: Dynamic ageing set up in natural seawater

294



Long-term rotation of coated disks in natural se¢aw# a suitable technique for dynamic ageing of
hull coatings simulating real-life conditions onsailing ship. Friction drag measurements on the
coatings at various intervals during dynamic agenay give further information on (change in) long
term friction drag properties of coatings. Thewgeshown in Fig.3 is designed for dynamic ageing of
hull coatings at various rotation speeds. Simutatid a full operational pattern of a ship can be
achieved by combining the dynamic ageing procesh wmtermittent short periods of static raft
exposure comparable to specific idle times of thip.s

Disks with fouling were subjected to a dedicate@tion protocol consisting of at least two runsisTh
protocol is illustrated in Fig.4. Disk picture aftl shows a disk with initial fouling prior to tHest
drag measurement. After completion of tleudn (picture in the middle) the seawater in thetamer

is refreshed and the disk is subjected again tollardn from 500 to 1500 rpm, each speed for 2
minutes. Photograph at right in Fig.4 shows thé& diter completion of run 2. The blue lines in Big.
show the torgue values that were measured at \&araation speeds (pink lines) in both experimental
runs. In the torque curve of the first run it igally visible that at each change of speed thauéorq
values go up to a higher level and after a couplseconds gradually go down to a lower, rather
stable value in the remaining time at that speéds d@lecrease in torque values after a few secaus c
be ascribed to the release of fouling during tise te

o

Torque/Speed log
(1st run)

ey

Fig.4. Schematic presentation of the rotation proitased in drag measurements in the FDM.

Results of two different test series will be shawhis paper. In the first one two FRC productsave
investigated on added drag effects of slime foulingt developed in different times of the season.
the second series a range of commercially availpfdducts (both SPC and FRC) is compared on
friction drag properties after specific static espee periods.

211 Added drag of dimefouling in different times of the year

Two commercially available FRC products (I andwhre exposed at the raft for 11 weeks in summer
and for 10 weeks during autumn/winter. In the summeriod the two products showed some
difference in the build-up of slime fouling withtlain biofilm on product | and a more dense biofilm
on product Il. The drag measurements also revemleléar difference: for product | a small added
drag effect around 5% was found over the entiregpange whereas on product Il a strong initial
drag penalty (around 40 %) was observed that déined with increasing speed to a value of 11 %
added drag at 1500 rpm, still twice as high as muyrct |I. Pictures of the disks and graphs of the
results of drag measurements will be shown in tlesgntation. Other disks with the same products
were compared on drag properties of a slime bidfilat had developed in autumn/ winter time. From
visual perspective, the biofilms on the disks labkgite dense but when starting the drag testat |
speed it appeared that on both products the shuny showed very little adhesion and gave hardly
any added drag (less than 2%).
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Among other things these results give evidencevtithtregard to added drag effects of slime fouling
it is important to realize that even under the sawposure conditions biofilms may develop
differently on different products. The data in thisall set of test results clearly indicate thabdbr
biofilms next to percentage cover also the adhesidhe organisms is an important factor to take in
account when investigating added drag effectsimfesfouling.

2.1.2 Comparison of commercially available products on friction drag properties

In large collaborative research project 9 comméycavailable products (6 SPC and 3 FRC) from 3
different suppliers were investigated among otlmemgs on friction drag properties. Coated disks
were exposed for variable times at the raft, FigaBd retrieved from time to time for drag

measurements in the FDM.

: t.‘ A,‘:L.'._-tfl
Fig.5. Exposure of 6 S

Fouling condition of the disks was characterisedgithe scheme described N8TM (2006) of US
Navy. Fouling rates (FR) in this scheme are aWdl FR10: light slime; FR20: advanced slime;
FR30: algal and soft animal fouling; FR40/FR50: Brracareous fouling.

Coated disks with fouling were subjected to theeséast protocol, two consecutive runs in the FDM.
The drag values measured at each speed were cahpdhe friction drag values of the same coating
in pristine condition and the difference in frigtidrag is expressed as % added drag. This was done
for each speed step and then an average % addgdwdaall speeds was calculated. This average %
added drag is shown in Fig.6 and Fig.7. In thegeres also photographs of the disks are shown first
prior to drag testing (top row) and secondly (b@ttimw) after completion of the@run in the FDM.

So the pictures in the bottom row of each Figu@sthe remaining fouling condition on each disk.

Results of friction drag measurements on a set 8P€’s are shown in Fig.6. These disks were
exposed for 11 weeks during spring/ early summeulifg condition (FR type and % coverage) of
each disk prior to drag testing is indicated in yielow square and is visually shown in the firstvr

of photographs. All disks had only slime foulingRZ0) except SPC6 that contained some barnacles
next to thin slime. The red bars in Fig.6 give tliag penalty that can be ascribed to initial foglin
and the blue bars show added drag of remainingnigul

SPC6 with the barnacles showed much higher addegitdan the other 5 products with only slime.
Also after completion of the second run this digkl Istill some barnacles present and this is reftect
in the % added drag of remaining fouling. The slifmeling on products 1 to 5 was all of category
FR20 with percentage coverage varying from 50 t@®but the added drag due to this did not vary
very much between the products. Added drag of neimgifouling (ranging from 10 — 18%, except
SPC6) was always lower than that of initial foul(@2§ — 30 %, except SPC6).
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Added Friction Drag SPC (11 weeks exposure)

| ® Initial Fouling lRemainIngFoulingI

120,0

FR 10 / 50

FR 20 FR 20 FR 20 FR 20 FR 20
70/8%

90 % 80% 50 % 80 % 90 %

% added drag

3 -.h -..

SPC1 SPC2 sPC3 spca SPC6

-0 0G
PODOPO

Fig.6: Added drag effects of fouling conditionseafL1 weeks raft exposure of 6 SPC products.

Added Friction Drag FRC (12 weeks exposure)

M Initial Fouling M Remaining Fouling
120,0

FR 20/ 50 FR 10/ 50 FR 20/ 50 FR 10/ 50 FR 20/ 50 FR 10/ 50
£0.0 50/15% 50/5% 90/5% 50/3% 60/10 % 70/10%

80,0

38,8 40,1
31,0
25,2 24,3 23,3
14,0
0

FRC1 FRC 1 FRC 2 FRC 2 FRC3 FRC3
SHALLOW DEEP SHALLOW DEEP SHALLOW DEEP

s L X X & X &
B 6w 8D 6

Fig.7: Added drag effects of fouling conditionseafL2 weeks raft exposure of 3 FRC products.

% added drag

A set of 3 FRC products was similarly investigabedfriction drag properties after 12 weeks of stati
exposure in about the same time of the seasomidrtest two disks of each product were used, one
exposed at shallow depth, just below the waterl lamd the other one exposed at 1 m water depth.
The results of these drag measurements are showig.in. All FRC disks contained slime fouling
(FR10 or FR20) as well as some barnacles (FR5®.attlded drag of initial fouling varied between
23 and 40 %. Looking in more detail at the blueshiarFig.7, it can be seen that the disks with &digh
barnacle coverage also have highest added drag 481%). Added drag of remaining fouling ranged
between 6 and 14 %, so was substantially lower.7F3gows that the FRC’s do not get fully clean
after the 2 consecutive runs in the FDM. Thereeimaining fouling that still gives added drag.
However, when comparing this with the SPC’s in Gighe latter give a higher drag penalty after
similar period of static exposure.

In a third set of experiments, which will be showmnthe presentation, the self-cleaning effect of
fouling release coatings is much more evidenthis tase the coatings were exposed (all at the same
depth) for 5 months at the raft and all disks wstrengly fouled with mainly barnacles and soft
fouling on top of this. Percentage coverage of daes ranged from 40 to 80 %. The average drag
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penalty of this initial fouling was very high, atdisks more than 80 %. After the second run ofaghes
disks almost all fouling was washed off and exdeptone disk, that still contained a few barnacles,
very little added drag was found, between 2.6 a@d/&

Conclusions from these tests are:

e In static exposure periods of similar length FROdoicts may assemble more (barnacle)
fouling than SPC'’s. Initially this will give highexdded drag but due to better fouling release
properties the FRC's give lower drag penalty.

* At long idle times FRC’s usually get much more foglthan SPC’s but also this (hard)
fouling can easily be washed off with very low danalty as a result.

2.2. Minimal speed foul release test and antifouling performancein relation to idle time

Over the last 20 years coating manufacturers hawested a lot in getting fouling control coatings
with better foul release properties. This has tesuh products that show improved release progerti
at lower speeds and this development will probaalgtinue. However, for what could be called a
minimal foul release speed, customers such as lshipders or operators are still dependent on
product information and performance claims from shepliers. Underbuilding of such claims is not
standardized yet and comparison of product perfocman this specific parameter can be difficult.
With the test protocol described here | want toppse a test method that is suitable for product
comparison, not only for FRC'’s but also for SPC'’s.

In this test a rotor drum setup is used, Fig.8gt8ly curved coated panels (size 15x8 cm) are
mounted on the rotor drum in such a way that allgpafit neatly to each other on every row of the
rotor drum. Each row may contain 10 panels and Witbws each rotor drum can accommodate 70
panels in total. The drum rotates in a 600 L taoktaining filtered (5 pm) natural seawater. The
temperature of the seawater is held constant, lysataR5°C but it can be adjusted between 15 and
30°C by a heating element. Cooling of the seawaténe tank is done by adjusting the refreshment
rate in the tank. Maximum refreshment rate is 300 L

Fig.8: Test set-up with rotor drum in seawater.hiRigrum with coated panels when lifted

In order to investigate the speed at which foulghgeleased, we first need to get fouling on theted
panels. To that end we expose them for certain ditiee raft in the harbour of Den Helder. Exposure
time may vary from one or two weeks up to a few thendepending on what needs to be
investigated.

Fouled panels retrieved from the raft are mountedhe rotor drum and initial fouling condition is
characterized. Then a dedicated rotation protacahiried out, starting at the minimum speed of 4
knots and for a short rotation time, for instancenibiutes. After this step the panels are inspected
again to look for changes in fouling condition. Nexlonger rotation time at same speed or similar
short rotation time at higher speed can be dorerttient on the type of results you want to get.
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This way an experimental scheme can be drawn upwifiareveal at what speed after certain time

specific fouling patterns are diminished or removatl kinds of variables in diverse combinations

can be incorporated in such test schemes. Foubnglitton can be described in % coverage and
successive series of photographs of the panelsilwdtrate how the coatings perform. Foul release
speed is usually associated with fouling releasatings (FRC), however, self-polishing coatings
(SPC) can be characterized in similar way.

Preliminary tests with this protocol were doneha past, Fig.9 shows some results of such teses. Th
grey panels in Fig.9 are fouled panels of two défe products (FRC in the top row and a hard epoxy
coating in the bottom row) that were exposed téed#int combinations of rotation speed and time.
The results are clear in the sense that the FRECrgter clean when exposed to a speed of 25 knots
for 30 minutes. From the fact that it does notajean at a speed of 18 knots you can derive that th
product does not belong to the latest generatidfR&’'s. On the protective coating at the bottom row
a speed of 30 knots is able to remove the scalbaroficles but even at that speed the barnacle base
plates remain present. These base plates giveastibstincrease in surface roughness and thus give
added drag. The blue panels in Fig.9 are anoth& p®duct with fouling that was successively
exposed to various rotation speeds for one hous. giteduct already shows some fouling removal at
5 knots; at 10 knots the percentage fouling coseatriongly reduced and after 1 hour at 20 knots the
panel is (almost) fully clean.

[ | [ 18m0 18240 | |

The protocol described above is a simple rathargsttforward method to investigate fouling control
products on their foul release properties. Compagdéesting of products from various suppliers will
give quantitative data that may help to select ba#itings with optimal friction drag properties.€rh
test protocol for determination of the minimal fiogl release speed of a coating product can easily b
extended with another or multiple cycles of stadiit exposure and then give information on (changes
in) foul release speed at longer term. To this thedoanels need to be robust enough to survive long
term and repetitive exposure cycles in seawategef@way from the steel panels used in the past we
adapted the test system for use of PVC panels.eTR¥€ panels are curved, have the same radius as
the rotor drum, do not need corrosion protectiod paints under investigation are directly applied
onto the panels. Such an extended test protocoblsinbe seen as a test method for establishing
coating performance in relation to different idimes. This aspect is getting more and more attentio
in shipping, because for various reasons ships spaypd (much) more time laying idle than in the
past. If this is to be expected after a refit oy-docking, it would be good to know if the coating
product that will be applied in dry-dock will shayeod performance in a different operational profile
The test method could help to evaluate and dispatei coating products on such properties and when
additionally extended with a dynamic ageing regiwhich can easily be accomplished at the same
rotor system), then coating performance could h&listl under various simulated operational
patterns.

In this paper, | can only give more information tbe test method that we use for this. The data we
have collected are confidential and cannot be npadidic at this stage. Fig.10 shows a set of rotor
panels prior to raft exposure and the same pafitelsafew weeks’ exposure in the sea. The fouled
panels were brought back (in wet condition) tolgiefor rotation testing at the rotor drum.
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Fig.10: Raft rack with rotor panels prior to (leéthd after certain raft exposure period (right)e3é
panels were retrieved to the lab for rotation tastde rotor drum.

Fig.11 (left) shows the rotor drum with fouled peneounted. Fig.11 (right) shows 3 different paint
systems before and after two rotation times atesedmf 8 knots. At this quite low speed not much
fouling is released from the surface of paints A 8n Coating C had very little fouling already hét
start; even that has disappeared after short ootati low speed. Further details on the resultief
test cannot be given because of confidentiality Hmpgefully the pictures give good impression on
how the basic method looks like. Either at higheeesls or after longer rotation times you can
imagine that more fouling will be washed off andstkind of data is very useful for getting better
insight in friction drag properties and thus pemiance of hull coatings.

HA
#B

#C

Fig.11: Left: Fouled panels mounted on the rotandprior to rotation; Right: Panels of 3 paint sys-
tems before and after rotation at 8 knots.

3. Conclusions

» The test method with the FDM allows product comgrarion the key performance parameter of
hull coatings: Friction Drag properties. The flaated disks give an easy way to obtain replicate
samples with fouling patterns that may develop undarious operational conditions.
Comparative measurements in the FDM of coatingsh véihd without fouling will give
quantitative data on the added drag of the foypaigern.

« The test method with the rotor drum can determiveedther aspects of friction drag properties of
hull coatings:

0 What is the minimal speed at which (specific) foglpatterns are released?

o0 How much fouling will accumulate on (dynamicallyea) hull coatings after different
periods of static immersion (idle times) in seaweadad at what speed is this fouling
removed again?

e The use of static and dynamic ageing procedureariable combinations along with the above

test protocols may help to unravel the long tefigtibm drag properties of hull coatings.

300



References

ECHA (2014), Transitional Guidance Document on Efficacy Assessment for Product Type 21
Antifouling Products, European Chemicals Agency

HOLM, E.R.; SCHULTZ, M.P.; HASLBECK, E.G.; TALBOTTW.J.; FIELD, F.J. (2004), Evalua-
tion of hydrodynamic drag on experimental foulirdease surfaces using rotating disks, Biofouling
20 (4/5), pp.219-226

NSTM (2006), Naval Ships Technical Manual Chpt.08daterborne underwater hull cleaning of
Navy Ships, US Navy

301



Ando
Antola
Atlar
Bakker
Ballegooijen
Beckerlee
Bertram
Blomhoff
Bozkurt
Blssow
Carchen
Chernoray
Cristea
Cusanelli
Den Hollander
Fleischer
Giesberg
Goedicke
Goler
Gonzalez
Gorski
Hansen
Haranen
Haslbeck
Hasselaar
Hattel
Holm
Hudson
Inoue
Kakuta
Kelling

Ki

Klijnstra
Klose
Koushan
Krapp
Lakshmynarayanana
Lee

Lund
Muntean
Mydhanen
Niebles Atencio
Oftedahl
Ostman
Papageorgiou
Paereli
Park
Pazouki
Pydrre
Saito
Savio

Index by Authors

236 Schmode
118,156 Schulze
89 Shan
293 Shin
132 Solonen
215 Staboulis
4 Timmer
12 Vargas
173 Wienke
12 Yonezawa
89
57
25
242
124
206
194
143
173
76
166
215
25
242
124
215
242
253
109
236
43
150
293
65
227
50,282
253
150
76
132
25
57
39
227
215
282
150
89
156
109
227

302

19,50
65
264
150
118,156
118
132
264
101
236



3rd Hull Performance & Insight Conference (HullPIC)

Redworth / UK, 12-14 March 2018

=-T
Topics: ISO 19030 and beyond / sensor technology / information fusion / big data / uncertainty analysis /
hydrodynamic models / business models / cleaning technology / coating technology / ESDs
Organiser: Volker Bertram (Tutech Innovation (TU Hamburg))

Geir Axel Oftedahl (Jotun)

Advisory Committee:

Michael vom Baur MVB Euroconsult Liz Haslbeck NSWC-CD Jussi Pyorre Eniram

Torsten Biissow DNV GL Esa Henttinen NAPA Hideaki Saito JSTRA

Helgi Fridriksson Marorka Tsuyoshi Ishiguro JMUC Svend Soyland Nordic Energy Research
Erik Hagestuen Kyma Jeppe S. Juhl BIMCO Geoff Swain FIT

Simon Hayes BMT Smart Andreas Krapp Jotun Diego M. Yebra Hempel

Venue: The conference will be held at the Redworth Hall Hotel near Darlington/UK

Format: Papers to the above topics are invited and will be selected by a selection committee. Papers

may have up to 15 pages. The proceedings will be made freely available to the general public.

Deadlines: anytime Optional “early warning” of interest to submit paper
01.12.2017 Submission of abstracts
10.02.2018 Payment due for authors
10.02.2018 Final papers due

Fees: 600 € - early registration (by 10.2.2018)
700 € - late registration
Fees are subject to VAT (reverse charge mechanism in Europe)
Fees include proceedings, lunches, coffee breaks and conference dinner

Sponsors: Jotun (further sponsors to be announced)

Information: www.HullPIC.info

volker.bertram@dnvgl.com




